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Most researchers and students in psychology learn of S. S. Stevens' scales or “levels” of measurement (nominal, ordinal, interval, and ratio), and of his rules setting out which statistical analyses are admissible with each measurement level. Many are nevertheless left confused about the basis of these rules, and whether they should be rigidly followed. In this article, I attempt to provide an accessible explanation of the measurement-theoretic concerns that led Stevens to argue that certain types of analyses are inappropriate with data of particular levels of measurement. I explain how these measurement-theoretic concerns are distinct from the statistical assumptions underlying data analyses, which rarely include assumptions about levels of measurement. The level of measurement of observations can nevertheless have important implications for statistical assumptions. I conclude that researchers may find it more useful to critically investigate the plausibility of the statistical assumptions underlying analyses than to limit themselves to the set of analyses that Stevens believed to be admissible with data of a given level of measurement.
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Introduction

Most students and researchers in psychology learn of a division of measurement into four scales: nominal, ordinal, interval, and ratio. This taxonomy was created by the psychophysicist S. S. Stevens (1946). Stevens wrote his article in response to a long-running debate within a committee of the British Association for the Advancement of Science which had been formed in order to consider the question of whether it is possible to measure “sensory events” (i.e., sensations and other psychological attributes; see Ferguson et al., 1940). The committee was partly made up of physical scientists, many of whom believed that the numeric recordings taking place in psychology (specifically psychophysics) did not constitute measurement as the term is usually understood in the natural sciences (i.e., as the estimation of the ratio of a magnitude of an attribute to some unit of measurement; see Michell, 1999). Stevens attempted to resolve this debate by suggesting that it is best to define measurement very broadly as “the assignment of numerals to objects or events according to rules” (Stevens, 1946, p. 677), but then divide measurements into four different “scales”. These are now often referred to as “levels” of measurement, and that is the terminology I will predominantly use in this paper, as the term “scales” has other competing usages within psychometrics. According to Stevens’ definition of measurement, virtually any research discipline can claim to achieve measurement, although not all may achieve interval

1 For example, the term “scale” is often used to refer to specific psychological tests or measuring devices (e.g., the “hospital anxiety and depression scale”; Zigmond & Snaith, 1983). It is also often used to refer to formats for collecting responses (e.g., “a four-point rating scale”). These contemporary usages are quite different from Stevens’ “scales of measurement” and therefore the term “levels of measurement” is somewhat less ambiguous.
or ratio measurement. He went on to argue that the level with which an attribute has been measured determines which statistical analyses are permissible (or “admissible”) with the resulting data.

Stevens’ definition and taxonomy of measurement has been extremely influential. Although I have not conducted a rigorous evaluation, it appears to be covered in the vast majority of research methods textbooks aimed at students in the social sciences (e.g., Cozby & Bates, 2015; Heiman, 2001; Judd et al., 1991; McBurney, 1994; Neuman, 2000; Price, 2012; Ray, 2000; Sullivan, 2001). Stevens’ taxonomy is also often used as the basis for heuristics indicating which statistical analyses should be used in particular scenarios (see for example Cozby & Bates, 2015).

However, the fame and influence of Stevens’ taxonomy is something of an anomaly in that it forms part of an area of inquiry (measurement theory) which is rarely covered in introductory texts on research methods. Measurement theories are theories directed at foundational questions about the nature of measurement. For example, what does it mean to “measure” something? What kinds of attributes can and cannot be measured? Under what conditions can numbers be used to express relations amongst objects? Measurement theory can arguably be regarded as a branch of philosophy (see Tal, 2017), albeit one that has heavily mathematical features. The measurement theory literature contains several excellent resources pertaining to the topic of admissibility of statistical analyses (e.g., Hand, 1996; Luce et al., 1990; Michell, 1986; Suppes & Zinnes, 1962), but this literature is often written for an audience of readers who have a reasonably strong mathematical background, and can be quite dense and challenging. This means that, while many students and researchers are exposed to Stevens’ rules about admissible statistics, few are likely to understand the basis of these rules. This can often lead to significant confusion about important applied questions: For example, is it acceptable to compute “parametric” statistics using observations collected with a Likert scale?

In this article, therefore, I attempt to provide an accessible description of the rationale for Stevens’ rules about admissible statistics. I also describe some major objections to Stevens’ rules, and explain how Stevens’ measurement-theoretic concerns are different from the statistical assumptions underlying statistical analyses—although there exist important connections between the two. I close with conclusions and recommendations for practice.

**Stevens’ Taxonomy of Measurement**

Stevens’ definition and taxonomy of measurement was inspired by two theories of measurement: Representationalism, especially as expressed by Campbell (1920), and operationalism, especially as expressed by Bridgman (1927). Operationalism (see Bridgman, 1927; Chang, 2009) holds that an attribute is fully synonymous with the operations used to measure it: That if I say I have measured depression using score on the Beck Depression Inventory (BDI), then when I speak of a participant’s level of depression, I mean nothing more or less than the score the participant received on the BDI. Stevens’ definition of measurement—as “the assignment of numerals to objects or events according to rules” (Stevens, 1946, p. 677)—is based on operationalism. In contrast to operationalism, representationalism argues that measurement starts with a set of observable empirical relations amongst objects. The objects of measurement could literally be inanimate objects (e.g., rocks), but they could also be people (e.g., participants in a research study). To a representationalist, measurement consists of transferring the knowledge obtained about the empirical relations amongst objects (e.g., that granite is harder than sandstone) into numbers which encode the information obtained about these empirical relations (see Krantz et al., 1971; Michell, 2007).

Stevens suggested that levels of measurement are distinguished by whether we have “empirical operations” (p. 677) for determining relations (equality, rank-ordering, equality of differences, and equality of ratios). This is an idea that appears to have been

---

2 By way of example, the well-known textbook “Psychological Testing: Principles, Applications, & Issues” by Kaplan and Saccuzzo (2018) covers Stevens’ taxonomy and rules about permissible statistics (albeit without attribution to Stevens), but does not mention any of the measurement theories discussed in this section (operationalism, representationalism, and the classical theory of measurement).

3 See McGrane (2015) for a discussion of these competing influences on Stevens’ definition of measurement.
influenced by representationalism (representationalism being a theory that concerns the use of numbers to represent information about empirical relations). Nevertheless, an influence of operationalism is apparent here also: To Stevens, the level of measurement of a set of observations depended on whether an empirical operation for determining equality, rank-ordering, equality of differences and/or equality of ratios was applied (regardless of the degree to which the empirical operation produced valid determinations of these empirical relations).

While Stevens’ definition and taxonomy of measurement incorporates both representational and operationalist influences, there is a third theory of measurement that he did not incorporate: The classical theory of measurement. This theory of measurement has been the implicit theory of measurement in the physical sciences since classical antiquity (Michell, 1999). The classical theory of measurement states that to measure an attribute is to estimate the ratio of the magnitude of an attribute to a unit of the same attribute. For example, to say that we have measured a person’s height as 185cm means that we have estimated that the person’s height is 185 times that of one centimetre (the unit). The classical theory of measurement suggests that only some attributes—quantitative attributes—have a structure such that their magnitudes stand in ratios to one another. A set of axioms demonstrating what conditions need to be met for an attribute to be quantitative were determined by the German mathematician Otto Hölder (1901; for an English translation see Michell & Ernst, 1996). Because the focus of this article is on Stevens’ arguments, I will not cover the classical theory of measurement further in this article, but excellent introductions can be found in Michell (1986, 1999, 2012). It may suffice at this point to note that from a classical perspective, Stevens’ “nominal” and “ordinal” levels do not constitute measurement at all.

Stevens defined his four scales or levels of measurement as follows.

**Nominal**

According to Stevens (1946), nominal measurement is produced when we have an empirical operation that allows us to determine that some objects are equivalent with respect to some attribute, while other objects are noticeably different. For example, imagine we have a group of university students, and via the empirical operation of looking up their academic records we can determine that some of the students are psychology majors while some are business majors. If we wished to compare the psychology students and the business students with respect to some other attribute, we might record information about the participants and their majors in a dataset. For the sake of convenience, we might do so by recording their majors numerically. Specifically, we might enter a 0 in a “Major” column in the dataset for each of the psychology students, and a 1 for each of the business students. In doing so, according to Stevens, we would have accomplished nominal measurement. Importantly, there are many coding rules that would work just as effectively at conveying the information we have about participants’ majors. For example, we could just as well use 1 to indicate a psychology student and 0 to indicate a business student, or -10 to indicate a psychology student and 437.3745 to indicate a business student. As long as students’ majors are recorded by assigning the psychology students one fixed number and business students another, any two numbers would work just as well at conveying what we have observed about the students.

**Ordinal**

Ordinal measurement is produced when we have an empirical operation that allows us to determine that some objects are greater or lesser than others with respect to some attribute. Imagine, for example, that we are interested in the attribute satisfaction with life. We perform the empirical operation of asking three participants (Hakim, Jeff, and Sarah) to respond to the question “In general, how satisfied are you with your life?” (see Cheung & Lucas, 2014, p. 281f), with response options of very dissatisfied, moderately dissatisfied, moderately satisfied, and very satisfied. We discover that Hakim indicates that he is very satisfied with life, while Jeff is moderately satisfied, and Sarah is moderately dissatisfied. We have thus performed an empirical operation that allows us to determine whether each of these participants has more or less life satisfaction than another.

If we are to record this information numerically, there are many possible coding rules that could con-
vey the information collected about the life satisfaction of our participants, but there is a restriction: The number assigned to Hakim must be higher than the number assigned to Jeff, which must be higher again than that assigned to Sarah. Any such coding rule will record what we have observed: That Hakim has the highest level of life satisfaction, followed by Jeff, followed by Sarah. So, we could assign Hakim a life satisfaction score of 3, Jeff a score of 2, and Sarah a score of 1. Or we could also assign Hakim a score of 1234, Jeff a score of 6, and Sarah a score of 0.45. Either of these two coding rules records the observed ordering Hakim > Jeff > Sarah, and from Stevens’ perspective each would be just as adequate as the other. However, we could not assign Hakim a score of 3, Jeff a score of 1, and Sarah a score of 2; this would imply that Sarah has higher life satisfaction than Jeff, which conflicts with the empirical information we have collected. Formally, any coding system within the class of monotonic transformations will equivalently convey the information that we have about the participants. In other words, if we have assigned numeric scores to the participants such that Hakim > Jeff > Sarah, then we can transform those numeric scores in any way provided that the order of the scores (Hakim > Jeff > Sarah) remains the same.

Interval

Interval measurement is produced when, in addition to having an empirical operation that allows us to observe that some objects are greater or less than others with respect to some attribute, we have an empirical operation that allows us to determine whether the difference between a pair of objects is greater than, less than, or the same as the difference between another pair of objects. The classic example of an interval scale is temperature when measured via a mercury thermometer (i.e., a narrow glass tube containing mercury, with a bulb at the bottom, held upright). If we place the thermometer inside a fridge, we can see that the mercury level will be lower than if we placed the thermometer in a living room. It will be lower again if we place the thermometer in a freezer. If we are willing to assume that mercury expands with increasing temperature, this empirical observation allows us to determine that, with respect to temperature, living room > fridge > freezer.

This observation alone would be a purely ordinal one. However, we can also use a ruler to measure the highest point reached by the mercury in each location. By this method, we can determine whether the distance the mercury expands by when moved from the freezer to the fridge is more, the same, or less than the distance it expands by when moved from the fridge to the living room. If we are willing to assume that the relationship between temperature and the height of the mercury in the thermometer is linear within the range of temperatures observed, then we can also empirically compare differences between observations. For example, we might attach a ruler to our tube of mercury, and observe that the difference in the height of the mercury between living room and the fridge is 5 mm, while the difference between the height of the mercury in the fridge and in the freezer is 10 mm. Given our assumption of linear expansion of mercury with temperature, this implies that the difference in temperature between the fridge and the living room is twice the difference in temperature between the freezer and the fridge. Because we have an empirical operation that allows us to compare differences in temperature, we have achieved interval measurement.

The information we have collected about the temperature of the fridge, the freezer, and the living room can be recorded via a variety of coding rules, but there is now an additional restriction: Not only must the coding rule preserve the observed ordering living room > fridge > freezer, but the difference between the number we assign to the fridge and the one we assign to the freezer must be twice the difference between the number we assign to the living

---

4 The fact that this assumption is necessary points to the important role theory can have in measurements; for a sophisticated discussion in the context of thermometers and the measurement of temperature, see Sherry (2011).

5 In fact, it is also possible to produce interval measurement based only on observations about order and equality of differences along with some other conditions; see Suppes and Zinnes’ (1962) description of infinite difference systems. For the sake of simplicity and brevity I have focused here on the simpler scenario of observations about ratios of differences.
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room and the fridge. We could record the freezer as having a temperature of 0, the fridge a temperature of 2, and the living room a temperature of 3. Or we could record the freezer as having a temperature of 5, the fridge a temperature of 15, and the living room a temperature of 20. But we should not record the freezer as having a temperature of 0, the fridge a temperature of 1, and the living room a temperature of 3; this would imply that the difference in temperature between the living room and the fridge is greater than that between the fridge and the freezer. More formally, if we have a coding rule that records the information we have collected about these temperature, we can apply any linear transformation to it (e.g., by multiplying the existing values by some number and/or adding a constant) while still adequately representing the information we have collected about the temperatures.

It is worth emphasizing here that it is the fact we can empirically compare differences between temperatures that implies that we have achieved interval measurement. The argument has sometimes been made (e.g., Carifio & Perla, 2008) that while the responses to a rating scale item (as in the earlier example for life satisfaction) are ordinal in nature, a score created by summing the responses to multiple items is interval. This argument confuses the issue of level of measurement with that of the distribution of a variable. The act of summing ordinal observations may increase the degree to which the distribution of scores approximates a normal distribution but does not transform these observations from ordinal to interval (because it does not provide an operation for determining equality of differences).

Ratio

Imagine, now, that we wish to compare the lengths of two objects: A pen and a rolling pin. By placing these objects side-by-side we can quickly establish that the rolling pin is the longer. Let us assume that we have several of the same model of pen, each of identical length. Now imagine we lay three of these pens end to end with one another and observe that the rolling pin appears to be equal in length to the three pens. In other words, we have observed that the ratio of the length of the rolling pin to that of the pen is 3. Therefore, we have achieved ratio measurement.

Once again, these observations can be recorded numerically, but our choice of coding rule is now very restricted: Whatever number we assigned as the length of the rolling pin must be three times the number assigned to the pen. So we might record the pen as having a length of 1 and the rolling pin a length of 3, or the pen a length of 0.5 and the rolling pin a length of 1.5, but we could not assign the pen a length of 1 and the rolling pin a length of 2.

More formally, if we have applied a coding rule that records the information we have collected about the ratios of the lengths of the objects, then the only transformation we can apply to the numeric values is multiplying them by some constant.

Stevens' “Admissible Statistics”

The connection Stevens drew between levels of measurement and statistical analysis was this: Given observations pertaining to a set of objects, there are a variety of coding rules that one could use to encode the information held about the empirical relations amongst objects. Furthermore, if we consider the four levels of measurement on a hierarchy from ratio at the top to nominal at the bottom, the lower levels of measurement offer a much more diverse range of coding rules from which one can arbitrarily select. Statistical analyses, however, may produce different results depending on which coding rule is used, so we should only use statistical analyses that produce invariant results across the class of coding rules that are permissible for the data we have collected.

By way of example, let's return to our measurements of life satisfaction from three participants: Hakim (who was very satisfied with his life), Jeff

\footnote{For the sake of simplicity, the situation I describe here is one where the length of one of the objects is exactly divisible by the length of the other. In reality, it might be the case that the rolling pin is slightly longer than three pens, such that I can conclude only that the ratio of the length of the rolling pin to the pen falls in the interval [3, 4]. But we could obtain a more precise estimate of the length of the rolling pin if we had a "standard sequence" of many replicates of the same short length. A ruler measured in millimetres, for example, just represents a sequence of identical one-millimetre lengths laid end to end. For a more rigorous treatment of this topic, see Krantz et al. (1971).}

length of the rolling pin if we had a "standard sequence" of many replicates of the same short length. A ruler measured in millimetres, for example, just represents a sequence of identical one-millimetre lengths laid end to end.
(moderately satisfied), and Sarah (moderately dissatisfied). Imagine now that we recruit a fourth participant, Ming, who transpires to be very dissatisfied with life. We wish to use these four participants to test the hypothesis that owning a pet is associated with increased life satisfaction. We ask our participants whether they each own a pet; it turns out that Hakim and Jeff do, while Sarah and Ming do not. We can now proceed to comparing the life satisfaction of these two groups of participants. Recall, though, that we have only ordinal observations of life satisfaction, and can apply any coding rule to our observations that preserves the ordering Hakim > Jeff > Sarah > Ming. The outcomes of two such coding rules are displayed in Table 1.

Table 1
Example Life Satisfaction Data

<table>
<thead>
<tr>
<th>Participant</th>
<th>Owns pet?</th>
<th>Life satisfaction</th>
<th>Coding rule one</th>
<th>Coding rule two</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hakim</td>
<td>Yes</td>
<td>Very satisfied</td>
<td>4</td>
<td>1002</td>
</tr>
<tr>
<td>Jeff</td>
<td>Yes</td>
<td>Moderately satisfied</td>
<td>3</td>
<td>1000</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.5 (0.71)</td>
<td>1001 (1.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sarah</td>
<td>No</td>
<td>Moderately dissatisfied</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Ming</td>
<td>No</td>
<td>Very dissatisfied</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.5 (0.71)</td>
<td>0.5 (0.71)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Coding rule one: Very dissatisfied = 1, moderately dissatisfied = 2, moderately satisfied = 3, very satisfied = 4. Coding rule two: Very dissatisfied = 0, moderately dissatisfied = 1, moderately satisfied = 1000, very satisfied = 1002.

If we applied a Student’s t test to compare the mean life satisfaction ratings of the two groups (pet owners, non- pet owners), we would discover that the results differ depending on which coding rule we use. For coding rule one, the mean difference in life satisfaction between the pet owners and the non-pet owners is 2, and this difference is not statistically significant, t(2) = 2.83, p = .106. But for coding rule two, the mean difference in life satisfaction is 1000.5, and this difference is statistically significant, t(2) = 894.87, p < .001. Thus, it seems that the outcome of the Student’s t test varies across these two equally permissible coding rules, which does not seem like a satisfactory state of affairs. On the other hand, if we compare the two samples using a Mann-Whitney U test, the resulting p value is identical across the two coding rules (being p = .33). This is the case for the simple reason that the Mann-Whitney U is calculated using the ranks of the observations rather than their numeric coded values. As such, we might argue that the Mann-Whitney U statistic and its associated p value is invariant across the class of permissible transformations with ordinal data, whereas the Student’s t test is not, and that as such the Mann-Whitney U is the more appropriate test.

Stevens went on to set out a list of statistical analyses that he believed would produce invariant results for variables of each level of measurement. For example, he suggested that a median is admissible as a measure of central tendency for an ordinal variable, since the case (or pair of cases) that falls at the median will always be the same across any monotonic transformation of the variable, even if the numeric value of the median will not. On the other hand, he suggested that a mean is not an admissible measure of central tendency with ordinal data, because both the actual value of the mean and the case to which it most closely corresponds will both differ across monotonic transformations of the observations. In noting these distinctions, it is clear there exists a degree of ambiguity about what constitutes “invariance”. Michell (1986) and Luce et al. (1990) provide more formal examination of the type of invariance that is implied by Stevens’ arguments.

Parametric and Non-Parametric Statistics

It is common for authors to claim that the issue of admissibility raised by Stevens implies that parametric statistical analyses should only be used with interval or ratio data (e.g., Jamieson, 2004; Kuzon et al., 1996). Broadly speaking, a parametric analysis is one that involves an assumption that observations or errors are drawn from a specific probability distribution, such as the normal distribution (see Altman & Bland, 2009). Some statistical analyses (e.g., rank-based tests such as the Mann-Whitney U) are non-parametric and also produce invariant results across monotonic transformations of the outcome variable, and thus comply with Stevens’ rules about admissible statistics with ordinal data. However, there certainly exist non-parametric tests that would not be considered as admissible for use with
Objections to Stevens’ Claims about Admissibility

A range of objections to Stevens’ claims about the relationship between levels of measurement and admissible statistical analysis have been offered in the literature. I will not attempt to cover these comprehensively; excellent summaries can be found in Vellemann and Wilkinson (1993), and Zumbo and Kroc (2019). In this section, I will focus on just three core objections.

The first fundamental objection to Stevens’ dictums is simply that researchers may not necessarily desire to make inferences that will be invariant across all permissible transformations of the measurements they have observed. For example, consider our earlier example of a researcher attempting to measure the relationship between owning a pet and satisfaction with life. The researcher might proceed by coding responses to a life satisfaction scale as very dissatisfied = 1, moderately dissatisfied = 2, moderately satisfied = 3, and very satisfied = 4, and then perform a statistical analysis. Such a researcher might very well see it as entirely irrelevant whether her results would remain invariant if she monotonically transformed her data using the coding rule very dissatisfied = 0, moderately dissatisfied = 1, moderately satisfied = 1000, very satisfied = 1002. Amongst the types of generalisations that researchers seek (e.g., from samples to populations, from observations to causes), generalisations from one coding rule to another may not always be desired or claimed. Correspondingly, it may be inappropriate for methodologists to dictate that researchers should act in such a way as to permit such generalisations.

The second objection is the presence of internal inconsistency in Stevens’ prohibitions. Specifically, Stevens was extremely liberal in his definition of measurement (any assignment of numbers to objects is enough to be measurement), and likewise liberal in how he distinguished levels of measurement. For example, he argued that all that is needed to achieve interval measurement of an attribute is an empirical operation for determining equality of differences of the attribute (regardless of the validity of this operation, or the structure of the attribute itself). Taken literally, this would imply that I could achieve “interval” measurements of film quality by applying the empirical operation of asking a group of participants whether they perceive there to be a larger difference in quality between Saw IV and Maid in Manhattan than between Maid in Manhattan and The Godfather (regardless of whether participants actually have any meaningful way of comparing these differences, or whether “film quality” is actually a quantitative attribute). When the definition of what constitutes a particular level of measurement is so loose it makes little sense to make the level of measurement a strict determining factor for which statistical analyses may be applied. Even Stevens himself wavered on the point of how strictly his rules about admissible statistics should be applied: “...most of the scales used widely and effectively by psychologists are ordinal scales. In the strictest propriety the ordinary statistics involving means and standard deviations ought not to be used with these scales [...] On the other hand, for this ‘illegal’ statisticizing there can be invoked a kind of pragmatic sanction: In numerous instances it leads to fruitful results” (Stevens, 1946, p. 679).

A final fundamental objection to Stevens’ dictums about admissible statistics is the fact that statistical tests make assumptions about the distributions of variables and/or errors—not about levels of measurement. This is the topic I will turn to for the remainder of this article.

Statistical Assumptions

When statisticians evaluate a method for estimating a parameter (e.g., the relationship between two variables in a population), an important task is
to show that the estimation method has particular desirable properties. For example, we may desire that a method for estimating a parameter will produce estimates that are unbiased—that, across repeated samplings, do not tend to systematically over- or underestimate the parameter. We may also desire that the estimation method is consistent—that the statistic estimated from the sample will converge to the true population parameter as we collect more and more observations. And we may desire that the estimation method is efficient—that it minimises how much variability or noise there is in the estimates it produces across repeated samples (see Dougherty, 2007 for more detailed descriptions of these concepts). To demonstrate that particular estimation methods have particular desirable properties, statisticians must make assumptions. These assumptions are premises that are used to form deductive arguments (proofs).

For example, a statistical model commonly used by psychologists is the linear regression model, in which a participant’s score on an outcome variable is modelled as a function of their scores on a set of predictor variables multiplied by a set of regression coefficients (plus random error). In this model, the distributions of the errors (over repeated samplings) are typically assumed to be independently, identically and normally distributed with an expected value (true mean) of zero, regardless of the combination of levels of the predictor variables for each participant (Williams et al., 2013). Furthermore, we assume that the predictor variables are measured without error, and that any measurement error in the outcome variable is purely random and uncorrelated with the predictors (Williams et al., 2013). If these assumptions hold, then it can be demonstrated that ordinary least squares estimation will produce estimates of the regression coefficients that are unbiased, consistent, efficient and normally distributed estimators of the true values in the population. This in turn means that statistical tests can be conducted on the coefficients that will abide by their nominal Type I error rates and confidence interval coverage.

In most cases, the assumptions used to prove that statistical tests have particular desirable properties (e.g., unbiasedness, consistency, efficiency), do not include assumptions about levels of measurement. It is not correct to say, for example, that a correlation or a t test or a regression model or an ANOVA directly assume that any of the variables involved are interval or ratio. As should be clear by now, the concerns that motivated Stevens’ rules do not pertain to statistical assumptions. Rather, they are measurement-theoretic concerns, pertaining in specific to the question of whether statistical analyses will produce results that depend on what has been empirically observed as opposed to arbitrary features of the process used to numerically record these observations.

If most statistical tests do not make assumptions about levels of measurement, does this in turn imply that concerns about levels of measurement can safely be disregarded? No. The application of statistical analysis with ordinal or nominal data can result in consequential breaches of statistical assumptions. In fact, considering levels of measurement in terms of their potential impacts on statistical assumptions provides a framework that may be useful for evaluating the extent to which levels of measurement have implications for data analysis decisions.

When researchers apply inferential statistics (e.g., significance tests, confidence intervals, Bayesian analyses) they are by definition aiming to make inferences (e.g., from observations to causal effects, and/or from a sample to a population). The validity of these inferences will necessarily depend on the validity of the statistical assumptions made in forming these inferences—so, whereas it is possible to make an argument that Stevens’ dictums can safely be ignored, this is certainly not the case for statistical assumptions.

Below I identify several ways in which the level of measurement of a set of observations may affect whether particular statistical assumptions are met. I

---

7 An outcome variable is often referred to as a “dependent” variable, and a predictor variable as an “independent” variable. I use the more general terminology of predictor/outcome because some authors reserve the terms “independent variable” and “dependent variable” to refer to variables in a true experiment.

8 This presentation of assumptions is for a model where the predictor values may be either fixed in advance or sampled from a population. The assumptions of a model where predictor values are fixed in advance are slightly simpler, requiring only that the marginal mean of each error term is zero.
make no claim to this being an exhaustive list of such mechanisms. I focus specifically on ordinal data because this is the measurement level which most commonly causes ambiguity with respect to analysis decisions in psychology research. I also focus on multiple linear regression as the statistical analysis of interest, as this is an analysis framework that encompasses many special cases of interest to psychologists (e.g., ANOVA, ANCOVA, t tests), and that itself forms a special case of other more sophisticated analysis techniques often applied by psychologists (e.g., structural equation models, mixed/multilevel models, generalised linear models).

**Assumption that Measurement Error in Outcome is Uncorrelated with Predictors**

One scenario in which a researcher may find themselves with a set of ordinal observations is when the attribute they seek to measure is continuous, but the observations are obtained in such a way that this quantitative attribute is discretised. For example, we might assume that there exists an underlying continuous latent variable “life satisfaction”, and that recording it using a four-point rating scale such as the one described earlier in this article means dividing variation in this continuous attribute into four ordered categories. The assumption that responses to observed items are caused by variation in underlying latent attributes reflects a perspective on measurement sometimes referred to as latent variable theory (Borsboom, 2005).

Liddell and Kruschke (2018) note that when a researcher aims to make inferences about the effect of a set of predictor variables on an underlying unbounded continuous attribute—but the outcome variable is actually recorded as a response in one of a finite number of ordered categories—the participants’ observed ordinal responses can be biased estimates of their levels of the continuous attribute. This is the case because a response scale that consists of a set of discrete options produces responses that are bounded to fall within a range, whereas the underlying continuous attribute may not be bounded to fall within that range. For example, if the underlying continuous attribute is normally distributed, it will have an unbounded distribution, and could theoretically take any value on the real number line. This implies in turn that values of the underlying continuous variable that lie outside the range of the response options will be “censored”. For example, if responses are recorded on a rating scale with response options coded as 1 to 5, values on the underlying continuous attribute that are higher than 5 can only be recorded as 5, while values lower than 1 can only be recorded as 1. This means that, for those participants whose values of the attribute are outside the range of the response options, the recorded responses are biased estimates of their levels of the underlying continuous attribute.

Although Liddell and Kruschke do not describe it in these terms, the difference between the ordinal response and the true underlying values of the continuous attribute represents a form of systematic measurement error. And because the magnitude of this error depends on the value of the underlying continuous attribute, the presence of any relationship between the predictor variables and the underlying continuous attribute will mean that the measurement error in the outcome variable is correlated with the predictor variables. This constitutes a breach of the assumptions of a linear regression model, and a breach that can seriously distort parameter estimates and error rates (as demonstrated by Liddell & Kruschke, 2018). As Liddell and Kruschke show, it is also not a problem that is ameliorated when the predictor variable is formed by summing or averaging responses from multiple items. By way of solution, Liddell and Kruschke suggest that regression models specifically designed for ordinal outcome variables (e.g., the ordered probit model) may be useful in such situations; see also Bürkner and Vuorre (2019) for an introduction to a wider range of ordinal regression models. Furthermore, while the discussion above focuses on ordinal outcome variables, using an ordinal predictor variable to make inferences about the effect of an underlying continuous attribute will likewise mean that the underlying attribute is measured with error, and result in a biased estimate of its effect (see Westfall & Yarkoni, 2016).

Admittedly, this is a problem whose salience depends on whether the researcher believes that a continuous attribute underlies an ordinal variable, and wishes to make inferences about the underlying continuous attribute rather than the observed ordinal variable. However, making inferences only about ordinal variables themselves also presents serious
challenges for statistical analysis, as we will see in the next subsection.

**Non-linearity**

When social scientists specify statistical models, they often assume that relationships between variables are linear. For some statistical analyses (e.g., Pearson's correlation), this assumption is intrinsic to the form of analysis itself. In other cases, it is possible to specify that a particular relationship is non-linear, but doing so requires deliberate action from the data analyst, and the types of non-linear relationships that can be specified are restricted. For example, multiple linear regression can accommodate some types of non-linear relationships between variables (e.g., polynomial relationships), but the data analyst must specify these as part of the model. Furthermore, only models where the outcome variable is a linear function of the parameters can be specified as linear regression models (this is why we call this mode of analysis "linear" regression).

When a relationship between variables is assumed to be linear but in fact is not, the applied statistical model clearly does not capture reality. Even if we accept that a linear regression model is an inaccurate simplification of reality and wish nevertheless to make inferences about the parameters of this model were it fit to the population, the presence of non-linearity will mean that the statistical assumption that the expected value of the errors is zero for all values of the predictors will be breached, implying that the estimation method may produce biased estimates of the population parameters. Admittedly, for some models an assumption of linearity is met by design: For example, if we estimate the effect of an experimentally manipulated binary variable on an outcome variable, it will obviously be possible for a straight line to perfectly connect the two group means. But in many situations—especially when we are trying to estimate effects of measured psychological variables on one another rather than estimating the effects of experimental manipulations—an implied assumption of linearity could well be false.

As an empirical example, consider a study aimed at estimating the effect of perfectionism on procrastination, with both attributes measured using self-report rating scales that we have numerically coded such that they each have a range of 1 to 10. If we fit a simple linear regression model with perfectionism as the predictor and procrastination as the outcome, then we are assuming that increasing perfectionism from 1 to 2 points has exactly the same effect on procrastination as increasing perfectionism from 2 to 3 points, or from 3 to 4 points, and so forth. But if the perfectionism scores are ordinal, this may not be plausible: After all, an ordinal scale is one where we have been unable to compare differences in levels of the attribute. Consequently, the size of the difference in numeric scores between two participants' scores is largely an artefact of the rule we've used to code observations numerically, and we have no evidence that it bears any connection to the magnitudes of the differences in the underlying attribute (in this case, perfectionism). As such, even if variation in the attribute underlying the predictor variable (perfectionism) has a completely linear effect on the outcome variable (procrastination), there is no strong reason to assume that there would be a linear relationship between the numeric scores.

Exacerbating this problem further is the possibility that, when we estimate the effect of one psychological attribute on another, the attribute underlying the predictor variable may itself not have a linear effect on the outcome variable of interest. After all, different scores on a psychological test may not necessarily represent different levels of some homogeneous quantitative attribute, but may instead represent the presence or absence of qualitatively different properties. Consider, for example, the difference between a person who has obtained an IQ score of 100 on the Wechsler Adult Intelligence Scale (WAIS-IV; Wechsler et al., 2008) and one who has received an IQ score of 120. These different IQ scores may reflect qualitative differences between the participants. For example, the second person may have elements of general knowledge that the first person does not, thus achieving a higher score on the Information subtest, or know how to apply the strategy of “chunking” digits so as to achieve a higher score on the Digit Span subtest. A person with an IQ score of 140 might have access to qualitatively different items of knowledge and cognitive skills again. The differences in “intelligence” between these individuals are not necessarily just differences on some homogeneous quantitative attribute, but rather—at least in part—the presence or absence of qualitatively different items of knowledge and cognitive skills. There may be little reason, then, to assume that each of these qualitative differences
would have identical effects on another psychological attribute (e.g., job performance; Schmidt, 2002), despite the equal differences in numeric scores (100 to 120, 120 to 140). Differences in scores on a variable that does not represent varying magnitudes of a homogeneous quantitative attribute but rather qualitative differences in the properties of participants may result in such a variable having distinctly nonlinear effects on other variables (see Figure 1).

Figure 1. Illustration of three types of effect. The first is a linear effect. The second is a quadratic effect—an effect that is not linear, but that can readily be specified within a linear regression framework. The third is a non-linear effect that takes the form of a segmented function, where the effect of the predictor variable itself changes abruptly as the predictor variable increases. This kind of effect is plausible when the predictor variable is ordinal, but cannot readily be accommodated within a linear regression framework (at least not without applying a piecewise model).

What can researchers do about this? Statistical analyses that permit the specification of non-linear relationships obviously do exist (e.g., Cleveland & Devlin, 1988). However, psychological theories are rarely specific enough to imply the specific functional form of relationships. Non-linear models can be selected based on empirical data, but basing such model specification decisions on empirical data alone may (at least in the absence of cross-validation) risk overfitting—i.e., selecting overly complex nonlinear models that do not generalise well outside the sample they are trained on (Babyak, 2004; Hawkins, 2004). In the field of statistical learning, this problem is known as the “bias-variance trade-off” (James et al., 2013, p. 33). If we apply a simple model which incorporates inaccurate assumptions (e.g., linear relationships), the resulting estimates may be substantially biased. Applying a more flexible model (e.g., a polynomial model) may reduce this bias, but at the cost of producing estimates that are more variable across datasets (e.g., overfitting). In the absence of a purely statistical solution, this problem may be addressed by the development of theory to be more specific about the functional form of relationships, as occurs in mathematical psychology (see Navarro, 2020).

Where models assuming linear relationships are applied, it is important to apply diagnostic procedures that can detect the presence of non-linearity. Such diagnostics may allow researchers to understand and communicate to readers the degree to which an assumption of linearity is a reasonable approximation of reality in the specified case, and the consequent degree to which additional uncertainty may surround the results. Although a detailed description of methods for detecting non-linearity in relationships is beyond the scope of this paper, perhaps the most well-known method is plotting residuals against predicted (“fitted”) values to visually identify the presence of a non-linear pattern (see Gelman & Hill, 2007). More formal tests of non-linearity in the context of regression include the RESET test (Ramsey, 1969) and the rainbow test (Utts, 1982).

**Conclusion**

At this point it should be clear that I see little reason for contemporary researchers to rigidly follow Stevens’ dictums about which statistical analyses are admissible with data of particular levels of measurement. A number of strong objections to Stevens’ dictums have been raised in the methodological literature, of which perhaps the most fundamental is that his rules assume a goal on the part of the researcher to achieve a type of generalisation (inferences that apply across a class of coding rules) that may not be of interest to the researcher. Furthermore, most statistical tests do not directly require assumptions about levels of measurement. How-
ever, statistical assumptions and measurement-theoretic concerns do intersect in important ways\(^9\). My suggestion that contemporary researchers do not need to follow Stevens’ rules exactly as he stated them should not be read as implying that researchers can safely set aside measurement-theoretic concerns. Indeed, much as Michell (1986) suggests, measurement-theoretic issues do have implications for statistical analysis, just not the simple implications proposed by Stevens. I suggest that researchers focus on whether the statistical assumptions of the analyses they wish to perform are consistent with the observations they have collected, considering in doing so how the plausibility of these assumptions may be affected by the level of measurement of the observations. The assumptions that are made should be clearly communicated to readers and interrogated for plausibility, based both on a priori considerations (e.g., is it likely that an ordinal variable could have linear effects?) and empirical ones (e.g., to what extent is this set of observations consistent with a linear relationship?)
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\(^9\) Sometimes this connection between measurement and analysis is very direct. Consider, for example, the “Matthew effect” in reading, where investigating the claimed phenomenon—compounding differences over time between stronger and weaker readers—clearly requires the empirical comparison of differences (i.e., an interval scale; see Protopapas et al., 2016).
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