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Most researchers studying the relation between social media use and well-being find
small to no associations, yet policymakers and public stakeholders keep asking for more
evidence. One way the field is reacting is by inspecting the variation around average
relations—with the goal of describing individual social media users. Here, we argue
that this approach produces findings that are not as informative as they could be. Our
analysis begins by describing how the field got to this point. Then, we explain the
problems with the current approach of studying variation and how it loses sight of one
of the most important goals of a quantitative social science: generalizing from a sample
to a population. We propose a principled approach to quantify, interpret, and explain
variation in average relations by: (1) conducting model comparisons, (2) defining a re-
gion of practical equivalence and testing the theoretical distribution of relations against
that region, (3) defining a smallest effect size of interest and comparing it against the
theoretical distribution. We close with recommendations to either study moderators
as systematic factors that explain variation or to commit to a person-specific approach
and conduct N = 1 studies and qualitative research.
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The study of social media use and well-being is at
a critical junction. The evidence seems clear: The re-
lationship between social media use and the average
user’s well-being is close to zero and below any thresh-
old for harm that would require intervention (Appel
et al., 2020; Bayer et al., 2020; Dickson et al., 2019;
Dienlin & Johannes, 2020; Kross et al., 2021; Odgers
& Jensen, 2020; Orben, 2020b; Valkenburg, 2022;
Valkenburg et al., 2022; vanden Abeele, 2020) Yet that
consensus has not reached the public, which continues
to express concerns over the harmful effects of media
use (Grimes et al., 2008; Orben, 2020a), prompting
governments to keep asking for more evidence (Council
on Communications and Media, 2016; Dickson et al.,
2019), and, in some cases, act without it (BBC, 2021).
The disconnect between having delivered that evidence
and requests for more of it puts social scientists in an
unenviable position. After all, is the question about so-
cial media’s potential harm not answered? Wouldn’t it
be prudent to stop investing resources into researching
effects that evidence suggests are not there?

Instead, the field has called for considering necessary
nuance in studying social media (Dienlin & Johannes,
2020; Masur, 2021; Meier & Reinecke, 2020; Orben et
al., 2020). Many researchers have started to investi-

gate variation around the average association—or lack
thereof—linking social media use and well-being. Their
aim: to investigate individual social media users and
what makes them susceptible to large effects (Aalbers et
al., 2021; Beyens et al., 2020; Whitlock & Masur, 2019).
Studying variation might be informative, but the field
has not yet made explicit the goals behind studying vari-
ation—nor has it developed a principled approach to
researching or understanding that variation. Before we
present such an approach, we believe it is important to
pause and ask ourselves: How did we get here? What’s
the problem? And where do we go from here? Studying
variation before a solid understanding of how to answer
these questions may investing resources that could be
more valuable elsewhere. Here, we tackle those ques-
tions in the hope that we can outline a principled ap-
proach for the study of social media and well-being.

How did we get here?

Prescribing the impossible

Ever since social media became popular at the turn of
the millennium, there have been concerns about their
negative effects (e.g. Beard, 2005). While the social
sciences were still figuring out how to study social me-
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dia, the first popular science books about their harmful
effects on our thinking (Carr, 2011) and social fabric
(Turkle, 2012) came out and caused a stir in public dis-
course. Policymakers reacted quickly. Above all, they
wanted to know how much time on social media is safe
for its users—particularly for children. For example, in
2016, the American Academy of Pediatrics released a
policy statement on Media and Young Minds, recom-
mending that children younger than 18 to 24 months
avoid digital media (except video-chatting) altogether
(Council on Communications and Media, 2016). In
other words, the field was tasked to deliver prescrip-
tions, often for individual users: How much screen time
is safe for my child?

Such a task might well be impossible. Most work
in the quantitative social sciences is traditionally on
the group- level, comparing differences between people
(Bryan et al., 2021; Hamaker, 2012; Richters, 2021):
How are differences in social media use between peo-
ple related to differences in well-being? Unfortunately,
what holds between people on the group-level doesn’t
automatically translate to members of the group: An ef-
fect between people in a large group doesn’t mean an ef-
fect within each person (see Figure 1a). Such a transfer
from between-person to within-person is only admiss-
able under strict assumptions of so-called ergodicity (for
details, see Fisher et al., 2018; Hamaker, 2012; Mole-
naar, 2004). A process is ergodic if it fulfills two con-
ditions (simplified here): First, the psychological struc-
ture of a process is the same for each member of the
sample (homogeneity). Second, that the structure is
stable over time (stationarity; Molenaar and Campbell,
2009). In our case, we’d assume that the relation be-
tween social media and well-being is identical for each
user and doesn’t change over time. Both assumptions
are rarely, if ever, fulfilled; behavior, thoughts, and feel-
ings are simply not the same for everyone (Fisher et al.,
2018; Gelman, 2015; von Eye, 2009). Put differently:
“Individual variability is the rule, not the exception”
(Rose et al., 2013, p. 152). Just because across our
sample people who use an hour more of social media
experience half a point less well-being than those users
with an hour less social media doesn’t mean an hour
more of social media is associated with half a point less
well- being for every social media user in the popula-
tion.

The challenge presented by ergodicity doesn’t bode
well for social scientists who seek to make prescriptions
on social media use. What if we explicitly study within-
person effects? We can’t generalize from between-
person effects to individuals, but if we have repeated
measures, can we translate the average within-person
effect to each person? We can, but only if relations are

lawful (Haaf & Rouder, 2019; Hamaker, 2012). For ex-
ample, the relation between media use and well-being
might well be positive for everyone, even if there are
differences in size. Figure 1b shows an example of an
unlawful and Figure 1c shows an example of a lawful
process: If relations within each person are not all in the
same direction (Figure 1b), the average within-person
effect is our best guess for individual media users, but
we can’t make correct prescriptions for each user. If re-
lations within each person have the same direction (e.g.,
positive, Figure 1c) prescriptions are possible. Unfor-
tunately, we’re not aware of many psychological pro-
cesses that follow such lawfulness (Bryan et al., 2021;
Eronen & Bringmann, 2021; Haaf & Rouder, 2019)—
unlike some biochemical processes that will affect al-
most everyone in a similar way, but to different degrees
(Muthukrishna & Henrich, 2019).

Even if we were to believe there’s lawfulness to es-
tablish in the relation between social media and well-
being, that lawfulness rests on several, likely untenable,
assumptions. For one, calls for prescriptive recommen-
dations follow a linear dose-response model: How much
time on social media will lead to how much change in
well-being (Johannes et al., 2022)? From the start,
there is good reason to believe such an assumption is
overly simplistic (Griffioen et al., 2020; Kaye et al.,
2020; Orben et al., 2020; Parry, Fisher, et al., 2021),
but it has nonetheless shaped how social scientists stud-
ied social media. However, there is no convincing evi-
dence that social media are indeed the dose that causes
a response. Most studies in the field cannot make causal
claims because there is a lack of theory that would allow
to test causal models with cross-sectional data (Eronen
& Bringmann, 2021; Rohrer, 2018) or inform us about
time-varying confounders in longitudinal data (Hernán,
2018; Rohrer & Murayama, 2021; VanderWeele et al.,
2016). The few experiments with high external validity
show no causal effect (Hall et al., 2019; Mitev et al.,
2021; Przybylski et al., 2021). Therefore, it is ques-
tionable whether social media use is indeed the dose
that causes a response (i.e., changes in well-being). It
also is unclear whether a dose-response relation would
be linear, such that with each extra moment of social
media use, well-being varies to the same extent as with
the next moment (Bruggeman et al., 2019; Johannes
et al., 2022; Przybylski & Weinstein, 2017). The most
unrealistic assumption might be that of universal effects
(Eronen & Bringmann, 2021; von Eye, 2009). Most
studies merely look at screen time and its relation to
a range of well-being indicators such as life satisfaction
or self-esteem. Without taking the motivations of users
into account, inspecting different types of content that
people engage with on social media, and testing rela-
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Figure 1

Examples of different between-person and within-person processes in 5 fictitious people. Lines represent regression lines
between social media use and well-being. a) No within-person effects (blue lines), but a positive between- person effect
(black ellipses, triangles are averages per person on social media use). b) No lawful within-person effect: Even though
the average within-person effect (black) is positive, not every participant shows a positive effect (blue). c) Lawful within-
person effect: The average within-person effect (black) is positive and can be generalized to every person because every
person experiences a positive within-person effect (blue).

tions to mental health, these studies can only give us
a coarse understanding of broad, net relations (Bayer
et al., 2020; Dienlin & Johannes, 2020; Kross et al.,
2021; Kushlev & Leitao, 2020; Orben et al., 2020). The
literature is largely ignorant of—or simply hasn’t been
able to measure (Davidson et al., 2022; Parry, David-
son, et al., 2021; Shaw et al., 2020)—social media use
with an adequate level of nuance. Taken together, all
those reasons make it close to impossible to make (per-
sonalized) prescriptions on social media use: between-
person findings generalize to individual users only un-
der strict assumptions that likely don’t hold in this field;
within-person lawfulness in social media effects is im-
plausible because of a lack of nuance around concep-
tualizing and measuring social media, motivations, and
mental health; the evidence is merely correlational; and
we can’t be certain we indeed investigate a linear effect.

Dealing with the impossible

For the sake of argument, let’s set aside the chal-
lenges of making person-specific prescriptions and in-
stead take the current evidence in the literature at face
value. Most scholars have reached consensus: Concerns
about general social media use don’t seem warranted.
Large-scale studies don’t support the conclusion that
there are sizable group-level relations between social
media use and well-being (Dickson et al., 2019; Dienlin
& Johannes, 2020; Kross et al., 2021; Kushlev & Leitao,
2020; Masur, 2021; Meier et al., in press; Meier & Rei-
necke, 2020; Orben, 2020b; Valkenburg et al., 2022;
Whitlock & Masur, 2019)—both on the between-person

and the within-person level (Coyne et al., 2019; Dienlin
et al., 2017; Houghton et al., 2018; Orben et al., 2019;
Orben & Przybylski, 2019; Schemer et al., 2020; Thoris-
dottir et al., 2019). In other words, those who use more
social media are not worse off compared to those who
use them less (between-person) and using social media
more than a person usually does is not systematically
related to changes in that person’s well-being (within-
person).

Therefore, we’re presented with a curious mismatch:
The lack of evidence linking social media and well-being
is out of step with public concerns about negative ef-
fects, addiction, and distractions (Ellis, 2019; Kardefelt-
Winther et al., 2017; Loh & Kanai, 2015; Satchell et al.,
2021). When public opinion about media effects is this
strong but social scientists are not able to produce evi-
dence in support, maybe they can’t be trusted with pro-
ducing evidence for questions that have a (seemingly)
less obvious answer? Such a perception can have seri-
ous consequences for research funding and the credibil-
ity of social science overall (IJzerman et al., 2020). We
believe a widespread acceptance that the average rela-
tion between social media use and well- being is negli-
gible may well lead the research area to lose relevance
in both academic and public policy discussions.

The field initially reacted to that threat by focusing
on subgroups in the population, asking to identify those
people who show non-negligible relations between so-
cial media use and well-being (Griffioen et al., 2021;
Orben, 2020a; Valkenburg & Peter, 2013). This shift
from overall, broad relations to subgroups scaffolds be-
tween a public who have a wide range of concerns about



4

the general effects of social media and several specific
cases (e.g., radicalization, bullying) that suggest that
there are contexts or distinct subgroups for which social
media use has large effects (Valkenburg et al., 2021).
That is, media effects can differ because of differences
in context or differences between people. One proposal
focuses on these differences between people and high-
lights a person-specific approach as a new paradigm for
media effects research (Valkenburg, 2022; Valkenburg
et al., 2021). The reasoning behind the approach goes
as follows: Average relationships between social media
use and well-being aren’t informative. Instead, all peo-
ple are different, so we must examine individual social
media users and the (within-person) relation between
social media use and well-being that is specific to them.
Some users will show positive relations, some negative,
and others no relation at all, leading to overall negli-
gible average relations (Aalbers et al., 2021; Beyens et
al., 2020; Siebers et al., 2021; Valkenburg et al., 2021).
Figure 2 (top) illustrates that reasoning: When the av-
erage relation between social media use and well-being
is zero, but there is variation around the average rela-
tion, negative and positive relations ’cancel’ each other
out. If that variation is large, such a null distribution
can hide real harm and benefits. Note that Figure 2
is merely a different way of presenting the information
of Figure 1 (b and c panels), showing the distribution
of within- person relations that are lawful (all positive,
blue distribution, bottom of Figure 2) or not lawful (all
other distributions that vary in the sign of the effect). In
the past year, several analyses of experience sampling
data explored this idea of person-specific media effects
and focused on the variation around average relations
(Aalbers et al., 2021; Beyens et al., 2020; Siebers et al.,
2021; Valkenburg, 2022; Valkenburg et al., 2021).

Such investigations of variation around average re-
lations may be of high value for the field. However,
we first need to agree on our goal behind investigat-
ing variation (Howard & Hoffman, 2018). We believe
that a person-specific approach needs to be clear on that
premise to advance the field. Otherwise, prioritizing
variation over interpreting and understanding average
associations risks atomizing associations. If a person-
specific media effects paradigm follows in the footsteps
of the person-specific paradigm in Psychology and in-
deed wants to study media effects that literally are spe-
cific to a person, its goals are to make inferences about
social media and well-being for individual people, not
groups. Alternatively, if it wants to make inferences
to a group, its goals are to study variation around av-
erage, group-level effects to identify risk factors and
susceptible groups, not individuals (Bryan et al., 2021;
Howard & Hoffman, 2018). However, it can’t conflate

the two approaches and study variation in a group to
make person-specific inferences. Put differently: Goal
(i.e., person-specific) and methodology (i.e., inferences
about individuals) must be aligned. Next, we’ll explain
how we believe that such a conflation is currently hap-
pening. If we decide that we want to study group-level
processes, we then need to develop a principled ap-
proach towards identifying, interpreting, and explain-
ing variation around average relations.

What’s the problem?

There will (likely) always be variation

Because there are so many differences between (e.g.,
you are different than me) and within people (e.g., you
are now different to you earlier), variation around ef-
fects is exceptionally likely in nearly any psychologi-
cal phenomenon (Bryan et al., 2021; Molenaar, 2004;
Rose et al., 2013; von Eye, 2009). As far as we know,
we have yet to identify an invariant phenomenon in
the social sciences. Because human cognition, emotion,
and behavior are complex and difficult to measure (Ero-
nen & Bringmann, 2021), it is practically impossible to
causally explain them in their totality (Muthukrishna &
Henrich, 2019). Consider the well-known Stroop ef-
fect: People are slower to name the color of incongruent
words (i.e., the word RED in the color blue) compared
to congruent words (i.e., the word RED in the color
red). We assume the effect follows some lawfulness
of cognitive processing that is universal across humans.
But it is highly likely that even effects whose direction is
universal have variance (Haaf & Rouder, 2019). There
are a myriad of different genetic and environmental in-
fluences on human behavior—not to speak of the differ-
ences in affordances, content, and user motivation for
using social media. These influences can and will inter-
act; therefore, each occasion a person uses social media
is so multiply determined as to be nearly unique.

As researchers, we’re ultimately interested in the in-
dividual person (Rose et al., 2013). At the same time,
we want to generalize beyond that specific person.
These two goals often clash and require different goals
and methodologies (Bergman & Vargha, 2013). Quan-
titative social science currently embraces the nomoth-
etic tradition which aims to make general predictions
about the population; it asks what applies in the ag-
gregate. The idiographic tradition aims to make pre-
dictions about the individual; it asks what applies in
the particular (Hamaker, 2012; Howard & Hoffman,
2018). As we have explained in an earlier section, we
can’t generalize from the group-level to the individual
because of variation between and within people. What
applies in the aggregate simply won’t apply to the par-



5

Figure 2

Examples of the distributions of a null average effect (upper panel) and a large average effect (lower panel) under
different levels of variation between individuals’ effects (little variation in blue and a lot of variation in black).

ticular (Molenaar & Campbell, 2009). Studies within
the nomothetic tradition often rely on what is called a
variable-centered approach: How are variables across
people related? For example, when we study how so-
cial media relates to well-being in a large group, not
taking into account individual people’s characteristics,
we rely on a variable-centered approach. Studies within
the idiographic tradition rely on what is called a person-
specific approach: How are variables within this par-
ticular person related? For example, when we study
how social media relates to well- being for a particular
person, including all their individual characteristics, we
rely on a person-specific approach.

These traditions require different methodologies
(Bergman & Vargha, 2013; Howard & Hoffman, 2018).
Let’s go back to the Stroop example: A variable-centered
approach aggregates over all participants in the Stroop
experiment to compare response times of congruent and
incongruent words. The result is a group-level estimate
that can be generalized to the population the sample
is from. A person-specific approach estimates person-
alized parameters to compare response times within a
particular person. The result is a person-specific esti-
mate that can be generalized to the person only (Mole-
naar, 2013). If we have multiple participants, we run
as many models and summarize the results qualita-
tively—or use newer bottom-up models that find com-
monalities between people (Beltz et al., 2016). Both

a person-specific and a variable-centered approach will
focus on explaining the variation that seems inevitable
in human behavior. But they will make inferences on
different levels. We see promise in a person-specific ap-
proach that investigates individual people and makes
inferences to these individual people. However, we be-
lieve the field, claiming to follow a person-specific ap-
proach, relies on a variable- centered approach instead:
estimating and inspecting variation on the group-level.
If we accept that not all people are the same and so-
cial media effects naturally contain variation, the con-
clusion that media effects won’t be the same for every-
one takes the form of a circular argument. Next, we ex-
plain how using a variable-centered approach to make
person-specific inferences neglects the primary purpose
of a variable-centered approach.

Inferential goals and problems

If we adopt a variable-centered approach, we want to
study relationships between variables in the population.
Say we want to test the relation between social media
use and well-being and sample 1,000 people. Next, we
build a statistical model that allows us to estimate the
direction and magnitude of the relation. If we find that
it’s negative, we don’t want to conclude that the relation
only applies to those particular 1,000 people we hap-
pened to sample. If we were, we wouldn’t need infer-
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ential statistics. We could just calculate the size of the
relation and have our answer. But we sampled those
1,000 people to draw an inference to the population
they come from. Statistical inference within a variable-
centered approach is thus necessarily inductive and on
the aggregate: To arrive at an inference about the popu-
lation, we generalize an aggregate estimate from a sam-
ple of that population.

Sampling introduces sampling error. Statistical infer-
ence attempts to separate signal (i.e., the true effect or
association) from noise (i.e., the error), which means
there will be variation in our measures—be it caused
by measurement error, sampling error, or true variation
in the effect. That variation can occur on two levels:
Between people (i.e., differences from one person to
another) and, if we have multiple measurements per
person, within people (i.e., variation around the per-
son’s mean). In our statistical model, we should know
what sources of variability to account for to identify the
signal. Because we want to generalize from the people
in our sample to the population, we need to account
for variation of people being different from each other.
Only if we account for these differences are we allowed
to generalize to other people. Social scientists often
account for such variation in various forms of mixed-
effects models by specifying grouping variables (Bates
et al., 2015; Bolker et al., 2009; DeBruine & Barr,
2021)—ideally all sources of variability that we want
to generalize over (Yarkoni, 2020). Therefore, when we
predict well-being, we obtain fixed (i.e., average, aggre-
gate relation) and random effects (i.e., relations specific
to individuals) for social media use. Random slopes
mean that the model doesn’t assume that the relation
will be the same for every participant; the model takes
these differences between people into account and pro-
vides us with the best estimate of the average relation
on the group-level: the fixed effect.

Therefore, fixed effects are the primary outcome of
mixed models and we caution against treating them as
secondary. For example, next to the fixed effect, Beyens
et al. (2020) reported the distribution of random slopes
of the relation between social media use and well-being,
categorizing individual random slopes according to sign
and size. They state: “Because only small subsets of
adolescents experience small to moderate changes in
well-being, the true effects of social media reported in
previous studies have probably been diluted across het-
erogeneous samples of individuals that differ in their
susceptibility to media effects” (Beyens et al., 2020, p.
2). We believe such a conclusion conflates several is-
sues. First, as we’ve argued earlier, there will (likely)
always be variation. Furthermore, for a null relation to
result from a treatment that causes roughly equal pro-

portions of negative and positive effects (to cancel each
other out) is less likely than merely a true null effect
with random variation (Dahly, 2021). Second, focusing
on the model’s random slopes emphasizes description of
the sample over inference to the population. It neglects
the purpose of our models: the estimate of the average
association in the population. This issue is exacerbated
by non-representative samples typically recruited in the
field.

That’s not to say that the variation around the fixed
effect is meaningless, nor that random slopes don’t carry
information. In fact, a random slope is indeed an es-
timate specific to that person (Efron & Morris, 1977).
However, we first need to agree under what premise we
want to study such variation and on which level of infer-
ence we operate. If we’re after person-specific effects,
we need to describe each individual participant and
their random slope; but we shouldn’t summarize them
because such a summary (e.g., ’50% of participants had
a negative relation’) merely describes the sample and
thereby defeats the purpose of a person-specific ap-
proach. In contrast, under the premise of a variable-
centered approach, inspecting variation around the
fixed effect complements, but does not in any way sup-
plant, information the fixed effects carry—it can inform
us about the expected variation from person to person
around the fixed effect. That variation, in turn, can in-
form us whether we should identify systematic causes
for this variation, such as moderators or other predictors
of variance. (More on moderators later.) If we agree on
that premise and the adequate level of inference, the
question is not whether there will be variation around
the fixed effect. The questions are rather: How do we
estimate variance around the fixed effect? How much
variation is there? And how much variance is relevant
to warrant further attention? The field must provide
benchmarks against which we measure the answers to
these questions; it must specify how much variation is
meaningful and warrants further investigation. Next,
we therefore outline a principled approach to dealing
with variation in average relations.

Where do we go from here?

Quantifying variation

How to assess whether there is meaningful variabil-
ity around the average effect is neither a new challenge
nor is it one special to the study of social media. For ex-
ample, in the field of personalized medicine, there is a
heavy debate on how to understand variation in effects
and how to demark effects on the individual level from
those on the group-level (Senn, 2016, 2018). A similar
debate has been going on in the social sciences for sev-
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eral years (Fisher et al., 2018; Molenaar, 2004; Mole-
naar & Campbell, 2009; Richters, 2021). Similarly, Bol-
ger et al., 2019 have addressed the question of mean-
ingful variation in experimental effects extensively and
provide an overview of how to deal with effect hetero-
geneity (i.e., variation in effects) (Hester et al., 2021;
Liew et al., 2016). How has media effects research
studied variation so far? Researchers most often start
with model comparisons, where they compare a model
with only a fixed slope (i.e., the effect will be the same
for every person) to a model with additional random
slopes (i.e., each person will differ to a degree from the
overall effect). Another common practice is plotting the
distribution of the observed random slopes to demon-
strate the variation in the relation between social media
use and well-being. A subsequent step is often defining
cutoffs for effect sizes following the conventional bench-
marks of Cohen, 1988 and describing what proportion
of random slopes in the sample exceeds these bench-
marks (e.g., 12% of the observed random slopes are
considered large). Rather than reinventing the wheel
for our area, we aim to integrate work from other fields
and translate some steps taken by previous research to
a principled approach to study variation in social media
research.

To illustrate that approach, we work along an exam-
ple taken from Beyens et al. (2020) who presented a
study on the relation between active and passive social
media use and well-being in an experience sampling
study. They found a fixed effect for the relation between
passive social media use (in steps of five minutes) and
well-being (how happy someone felt in the moment on
a 7-point Likert scale) of .06. That association was on
the within-level: For the average person, spending five
more minutes passively on social media in the past hour
than they typically do was associated with a 0.06 in-
crease in well-being. That fixed effect was not signifi-
cant (p = .440).

How do we know how much that effect varies be-
tween people? The standard deviation of the random
slopes provides that answer. In the case of our example,
the standard deviation was 0.24 (σ2 = 0.06 from Table
3, Model 4b), more than four times as large as the av-
erage effect. From the standard deviation, we can cal-
culate an interval around the fixed effect, sometimes re-
ferred to as heterogeneity interval (Bolger et al., 2019),
as the 2.5 and 97.5 percentiles of the normal distribu-
tion implied by the fixed effect and the standard devia-
tion (0.06 ± 1.96 x 0.24). Therefore, our heterogeneity
interval is [-0.41, 0.53]. It tells us that 95% of person-
specific associations between social media use and well-
being in the population would fall within this range.
According to the model, some people will experience

negative associations (-0.41) that are 7 times more in-
tense and negative than the average positive association
(0.06); others will display positive associations (0.53)
that are 9 times larger.

In this example, we used point estimates of the fixed
effect and its standard deviation to obtain a heterogene-
ity interval. In practice, these parameters are estimated
from data and therefore introduce their own source of
uncertainty that ought to be included in further calcu-
lations (e.g., of heterogeneity intervals). Without rep-
resentations of these uncertainties, for example in the
form of posterior distributions, researchers run the risk
of making overly confident statements. However, we
only had access to point estimates for these examples
and therefore continue working with them, while rec-
ognizing that in practice such uncertainties should be
described.

Note that effect heterogeneity and the uncertainty
around the fixed effects are not the same. The fixed
effect is the average association between social media
use and well- being; its surrounding 95% confidence
intervals inform us about variability in that average re-
lation from sample to sample. If we ran infinite stud-
ies, 95% of the confidence intervals around the fixed ef-
fect would contain the true population average relation.
In contrast, the heterogeneity interval informs us about
variability in the association from person to person. If
we ran infinite studies, 95% of the heterogeneity inter-
vals would contain an individual person’s true relation
of social media use and well-being. However, the accu-
racy of these parameters only holds assuming adequate
sampling on both the between- and the within-person
level. On the between-level, if we sample social media
users that are not representative of the population we
want to generalize to, our estimate of the variability of
the effect is not representative either. The same limita-
tion applies if we don’t obtain a representative sample
from people’s everyday social media use and well-being
(e.g., via a random experience sampling procedure). If
we don’t study a representative sample of a person’s life,
inferences about the distribution of all participants in
our study will be flawed. Therefore, the accuracy of
any descriptive analysis of a distribution of individual
relations depends on sampling on both levels: the indi-
vidual and the group.

Assuming adequate sampling, the heterogeneity in-
terval therefore answers exactly the question we are in-
terested in: What social media relations can we expect
in the population? Unfortunately, the field has not em-
ployed these intervals, which prevents social scientists
from being able to quantify variation in media effects
from person to person in the population. Merely in-
specting random slopes as evidence of meaningful vari-
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ation in the relation confounds sample-to-sample varia-
tion of the average relation and person-to-person vari-
ation around the average relation. We recommend the
field adopts the practice of estimating heterogeneity in-
tervals. As a quantitative discipline that is interested
in variability of a parameter, we need to define how to
estimate that parameter before we can even begin to
interpret variability.

Interpreting variation

Now that it can be quantified, should we ignore effect
heterogeneity or consider it worthy of further investiga-
tion? Many social scientists hold the view that varia-
tion around effects is indirect evidence of so-called ’hid-
den’ moderators (Kunert, 2016), thereby seeing all vari-
ation as meaningful and worthy of further examination.
However, we caution against adopting this position as a
default. As we have explained, few, if any, psycholog-
ical phenomena will be invariant and much variation
we can consider noise (e.g., from the sampling strategy,
sample size, the size of the fixed effect, measurement
error, to name just a few). Explaining all variation may
practically be impossible—even within a person-specific
modelling approach that sacrifices parsimony of the
model for better prediction (Howard & Hoffman, 2018).
To distinguish meaningful from random variation—to
sort the signal from the noise—we suggest a principled
workflow that follows three steps (see Table 1). First,
we can compare models as a baseline test. Second,
we must define a Region of Practical Equivalence (here-
after ROPE; Kruschke, 2014) around the fixed effect and
test our heterogeneity distribution against this ROPE to
identify noteworthy variation. Third, we must define
a Smallest Effect Size of Interest (hereafter SESOI; An-
vari et al., 2021; Lakens et al., 2018 and compare the
heterogeneity distribution against it. All of these steps
should be taken together, not in a piecemeal way.

First, Bolger et al., 2019 recommend model compar-
isons as a starting point. During that step, we compare
a model without random slopes to a model with ran-
dom slopes. Goodness of fit is the standard by which
model comparisons are judged. If the slopes signifi-
cantly improve model fit, we have initial evidence that
there might be meaningful variation around the average
effect. As already outlined earlier, this step is far from
conclusive. Theoretically, we know that people are dif-
ferent and a model with random slopes will almost al-
ways yield a better fit (Barr et al., 2013). Therefore,
model comparison provides a necessary, but not a suffi-
cient, first step.

Second, we must define a ROPE which “indicates a
small range of parameter values that are considered to
be practically equivalent to [the fixed effect] for the pur-

poses of the particular application” (Kruschke, 2014, p.
336). (Note: We adopted Kruschke’s term; he didn’t
apply ROPE to variation.) Let’s apply this definition to
our working example. Before we collect data, we decide
that our fixed effect of social media use on well-being
has noteworthy variation if the effect heterogeneity dis-
tribution exceeds a range of ± 0.3 Likert-points around
the fixed effect. Note that we operate on the natural
scale and not on standardized units because the natu-
ral scale is easier to interpret and requires more precise
theory (Baguley, 2009). Note also that this number is
entirely arbitrary; “ROPE limits, by definition, cannot be
uniquely ’correct,’ but instead are established by practi-
cal aims” (Kruschke, 2014, p. 338). We need expert
knowledge to determine our ROPE and provide context
for analyses which use it as standard in our models.

For some, 0.3 will represent a meaningful and sen-
sible cutoff for this effect; for others, it won’t. Like
Bayesian procedures that clearly communicate prior be-
liefs about an effect, being transparent and putting
ROPE up for discussion enables others to better scru-
tinize how we deal with effect heterogeneity (Dienes,
2019). With this procedure, we communicate to read-
ers that we only find the variation around a fixed ef-
fect worthy of further study if that variation doesn’t fall
within the ROPE.

After having defined our ROPE, we need to test the
variation against the ROPE. Here, we don’t rely on the
observed random slopes, but the theoretical distribution
around the fixed effect, that is, the heterogeneity dis-
tribution from which we draw the heterogeneity inter-
val (Bolger et al., 2019). The observed random effects
in the sample distract from the actual purpose of the
model, which is to make an inference to the population.
As we explained in the section on quantifying variation,
we can estimate this theoretical distribution with the
fixed effect and its standard deviation.

We then can calculate the area under that theoretical
distribution to infer what proportion of media users fall
below or above certain thresholds. In our recurring ex-
ample, we have an average relation of 0.06 and a stan-
dard deviation of 0.24. Our ROPE of ± 0.3 Likert-point
hence ranges from –0.24 to 0.36 (.06 ± 0.3). Now, we
can calculate what proportion of our distribution falls
outside the ROPE. For this example, the area outside
this range is 22%. Depending on the research context,
we could conclude that there is therefore noteworthy
variation around the fixed effect (for details on the cal-
culation, see https://osf.io/b7rpx/).

Note several points here: Because we use the the-
oretical distribution, and not observed slopes, we can
make an inference to the population. However, as we
explained before, we have used a theoretical distribu-

https://osf.io/b7rpx/
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Table 1

An explanation of the three steps of interpreting variation.
Step Explanation
Model comparison Statistically compare a model with a fixed effect and ran-

dom slope to a model with only a fixed effect.
Region of Practical Equivalence (ROPE) Define a region of practical equivalence and estimate and

compare theoretical distribution of average effect against
it.

Smalles Effect Size of Interest (SESOI) Define a smallest effect size of interest and compare theo-
retical distribution of average effect against it.

tion derived from point estimates of fixed effect and
its standard deviation. For an inference that takes un-
certainty into account, ideally we need to estimate the
proportion of the theoretical distribution outside ROPE
for each parameter combination in the posterior. This
approach is therefore more informative than merely de-
scribing what proportion of observed random slopes are
outside a cutoff, because observed random slopes de-
scribe the sample, not the population. Second, effect
heterogeneity is independent of the location of the fixed
effect: We specify the ROPE around wherever the fixed
effect will fall. Therefore, ROPE limits (i.e., its width)
are relative to the location of the fixed effect.

Third, now that we have tested whether there is con-
siderable variation around the fixed effect, we can move
on to investigate the location of the distribution and its
width in relation to an absolute limit. This combination
answers whether there are meaningful associations in
the population. To investigate whether the variation we
consider noteworthy also matters practically, we need to
define a smallest effect size of interest (SESOI) for the
relationship of interest (e.g., social media use and well-
being). The SESOI tells us how large an association has
to be for us to consider it practically relevant (Anvari et
al., 2021; Anvari & Lakens, 2021; Lakens et al., 2018).

Both the ROPE (i.e., width of distribution, relative
limits) and the SESOI (i.e., location and width of dis-
tribution, absolute limits) matter, see Figure 3: Our ef-
fect heterogeneity might well exceed the ROPE, but that
doesn’t mean it’s practically relevant. The distribution
of associations we can infer from our sample might well
have noteworthy variation, but fall completely within
the bounds of our SESOI (see blue distribution in Fig-
ure 3). Then we conclude that there is noteworthy
variation, but that variation operates within a range we
don’t consider relevant. On the flipside, our distribution
might not exceed the ROPE, but lie completely outside
our SESOI (grey distribution in Figure 3). Now we don’t
find noteworthy variation, but everyone in the popula-
tion shows a relevant, large enough association. Finally,
and probably most common, there may be less clear-

cut cases (red distribution in Figure 3): For example,
we might have noteworthy variation, but some parts of
the distribution are equivalent to a practically insignifi-
cant effect (i.e., inside the SESOI range). Here, we have
noteworthy variation and large parts of the population
show a large effect.

For our running example, we choose a large SESOI.
Just like with ROPE, we define our SESOI on the raw
scale. Depending on the outcome, a standardized effect
that has medium size by Cohen’s (1988) benchmarks
might be practically meaningless (Anvari et al., 2021;
Baguley, 2009; Lakens et al., 2018). Therefore, once
again we need to apply our domain knowledge to de-
fine what we consider a meaningful, absolute effect. In
our example, say we only regard large associations of at
least one Likert-point or larger as relevant ( 14% on the
7-point response range). We found noteworthy varia-
tion in the previous step because the distribution ex-
ceeded our ROPE, but only 0.00007% of the distribution
fall outside the SESOI (similar to the blue distribution
in Figure 3). Theoretically, we can expect 0.00007%
of the population to exhibit an association between so-
cial media use and well-being that we consider plausi-
bly meaningful. Note again that we’re using point es-
timates; ideally, we inspect what proportion of the het-
erogeneity interval’s lower and upper bounds lie outside
the SESOI.

Such a small absolute percentage signals few prac-
tically relevant effects in the population. But what if
the number had been higher, say 17%? Is 17% enough
people to conclude that we need to explain that vari-
ation? Again, there is no absolute rule here and the
answer depends on the researcher. Some will conclude
that the variation in associations in itself is notewor-
thy and probably worth studying (i.e., ROPE), were it
not for the generally small associations (i.e., SESOI):
Explaining even noteworthy variation might be incon-
sequential. Others will conclude that the variation in
associations is noteworthy and large enough in enough
cases to be relevant and worthy of further study. What-
ever researchers decide, we urge them to be explicit and
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Figure 3

Examples of how ROPE (Region of Practical Equivalence) and SESOI (Smallest Effect Size of Interest) interact. Distribu-
tions have different ROPEs (bars on top), but the same SESOI (dashed vertical lines). The red case shows a distribution
that is outside ROPE and outside SESOI. The blue case shows a distribution that is outside ROPE, but inside SESOI. The
grey case shows a distribution that is inside the ROPE, but outside the SESOI.

transparent in their choices of both ROPE and SESOI.
As a minimal standard, we suggest preregistration of
ROPE and SESOI as a tool for subjecting our hypothe-
sis of effect heterogeneity to a more severe test (Lak-
ens, 2019)—or display a range of ROPEs and SESOIs so
readers can interpret the results better (Dienes, 2019).

Explaining variation

Once we know how to quantify variation in media
effects and have determined the magnitude of variation
necessary to be relevant for social science research, the
final logical step is to ask what factors explain that vari-
ation. For whom does the effect differ and for what
reasons? A large amount of variation around the aver-
age effect can mean that there are unobserved factors
that explain why some people show a large and others
a small effect. It might be well worth to study these
factors. But if we rely on a variable-centered approach
for studying those factors, we are yet again interested
in fixed effects. We agree with previous research that
it’s an important step for social media research to iden-
tify those people who are more susceptible to media ef-
fects (Beyens et al., 2020; Griffioen et al., 2021; Orben,
2020b; Orben et al., 2019; Valkenburg & Peter, 2013).
However, as long as we’re committed to group-level in-
ferences, that step should not be taken for individual
social media users; instead, we must study systematic
individual differences or differences in the content of
social media that can account for variation in social me-
dia effects.

Identifying susceptible people means identifying fac-
tors that can explain systematic variation in the effect.
Statistically, those factors are modelled as moderators
(Bryan et al., 2021). Moderators explain variation in

the effect across the population, because they model
how our average effect differs, on average, between
groups of people. Once more, consider the Stroop effect
that we used as an example earlier on. The fixed effect
will show that people, on average, are slower on incon-
gruent trials compared to congruent trials. However,
that effect likely varies, such that some people show
little slowing and others extreme slowing. For exam-
ple, differences in visual acuity might induce system-
atic differences between participants. If some partici-
pants have forgotten their contact lenses, they might be
slower to read and therefore show a different effect.

In the case of social media and well-being, if we find
that the relation between social media use and well-
being has high variability, it’s possible that modelling
knowledge about group membership can explain parts
of that variability. For example, whether someone iden-
tifies with a particular gender might be a moderator be-
cause the relation is present for teenage girls, but absent
for boys (Orben et al., 2019). But note that we infer
that this moderation generalizes only to the population
which was sampled: A large group of British young peo-
ple aged 10 to 15 years old. We’re not saying the rela-
tion is negative for a specific girl, or null for a specific
boy. There’s little doubt many girls in the data show no
relation whereas a number of boys show negative asso-
ciations. Put differently, identifying moderators will re-
duce effect heterogeneity, but cannot entirely eliminate
it (Bolger et al., 2019). Identifying moderators echoes
calls to take effect heterogeneity seriously (Bryan et al.,
2021), because moderators answer the question of what
factors in groups of people can explain media effects for
groups—not what factors play a role for individual me-
dia users.
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Identifying moderators in a disciplined, theory-
driven, and accurate way is difficult and we expect so-
cial scientists will be tempted to adopt a ’shot-gun ap-
proach’ and measure and test a large number of con-
structs as moderators. This strategy is doomed to fail-
ure. It will lead to high false positive rates and fool
social scientists into giving more weight to those mod-
erators that ’worked’ (Munafò et al., 2017; Nosek et
al., 2018). Testing a wide slate of seemingly plausi-
ble moderators will inevitably yield statistically signif-
icant results; but ignoring researcher degrees of free-
dom means these results will not be informative unless
more advanced statistical methods are used (Gelman &
Loken, 2013; Simmons et al., 2011). Such exploratory
findings must be subjected to confirmatory replications
(Frankenhuis & Nettle, 2018). Ideally, theory should
identify moderators that researchers test in truly confir-
matory tests (Fried, 2020). Only such an approach can
systematically explain effect heterogeneity that can be
generalized to the population.

If, instead, social media research is truly interested
in following a person-specific approach and studying ef-
fects for each individual person, we argue that such a
focus requires a different approach. Researchers then
need to study a single person over many measurement
occasions, which is sometimes called N = 1 studies.
They represent an intriguing alternative research direc-
tion and are gaining popularity (Matias et al., 2022).
Such N = 1 studies allow inferences to the person un-
der study only; they reveal effects unique to the spe-
cific person. Given the noisiness of social behavior, ob-
taining a representative sample of that specific person’s
usage episodes as well as ensuring enough power to de-
tect a potentially small effect specific to that person may
require measuring variables hundreds of times and dif-
ferent analysis techniques (e.g., p-techniques; Molenaar
and Campbell, 2009; Rose et al., 2013).

Once we’ve conducted a model per person, we can in-
formally summarize the results across all people’s mod-
els, but it’s inadmissible to aggregate the results to gen-
eralize to the population these people come from. Re-
cent statistical models address this problem by employ-
ing a bottom-up approach and finding commonalities
among all person- specific models, whilst still allowing
each person their own model with their own parameters
(GIMME, Beltz et al., 2016).

Alternatively, researchers can also describe and un-
derstand an individual person through a qualitative ap-
proach. A qualitative approach won’t lead to quantifi-
able social media effect estimates, but to a nuanced un-
derstanding of social media use and well-being in that
specific person.

Regardless of whether it’s our goal to make inferences

to the group or to an individual, identifying and testing
moderators should only happen in connection with test-
ing causality. A common cause (aka confounder) might
increase variation in the relation between two variables
that are truly unrelated. However, it would be a fal-
lacy to affirm the consequent: Finding that controlling
for a third variable reduces heterogeneity doesn’t mean
this variable is a common cause. Similarly, finding that
a third variable moderates a relation doesn’t necessar-
ily mean that we’ve identified a causal process (Rohrer
et al., 2021). Introducing a time lag and focusing on
within-person moderators can help in identifying such
causality, but it’s no guarantee that we’ve truly identi-
fied causality (Rohrer & Murayama, 2021; VanderWeele
et al., 2016). For that, we need careful experimentation,
causal modelling, and stronger theories (Rohrer, 2018).
The relation between aggregate social media use and
well-being we currently have can only be a stand-in for
a causal effect, and the field needs to put more effort
into understanding causes and effects. Studying varia-
tion in average relations is thus only a means to the end
of identifying causality.

Conclusion

Social science has shown that the average relations
linking general social media use to general well-being
are mostly close to zero. We can use these average re-
lations as a vantage point to identify factors that make
some people more or less susceptible to potential effects
of social media. However, we believe the field must be
clear on what inferences we want to make if we pivot
from studying groups to studying individuals. Do we
want to follow a person-specific approach? If so, we
must inspect individual people and make inferences to
individual people. Or do we want to inspect variation
on the group-level? Then we must inspect effect hetero-
geneity on the group-level, and not conflate this process
with an idiographic tradition.

Here, we’ve argued that the field aims at individual-
level inferences, but inspects group-level variation.
We’ve outlined how social media effects research has
gotten to this state and propose a path forward. Ei-
ther we commit to group-level inferences which follow a
principled approach to the study of effect heterogeneity:
continue investigating fixed effects, develop principles
to quantify and interpret effect heterogeneity, and iden-
tify moderators of the relation between social media use
and well-being. Or we commit to a person-specific ap-
proach and focus on making inferences to individual so-
cial media users and conduct more qualitative and N =
1 studies. Either of these paths will be insightful, but
we mustn’t confuse them.
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