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We give a brief overview of our deliberations in responding to the commentaries on our
two target papers presenting the RESQUE (Research Quality Evaluation) framework.
While we were able to incorporate many suggestions for improvement directly, we ac-
knowledge that other areas (e.g., quality in theorizing) will require further elaboration.
In this paper, we specifically touch on the following issues: (a) eligible types of publi-
cation, (b) measurability, (c) quality criteria for software and datasets, (d) theoretical
rigor, (e) quantity, (f) authorship, (g) potential bias (against certain methodologies,
types of research contributions, or subdisciplines), (h) overall rigor score, (i) weighting
of individual indicators, (j) types of data and samples, (k) impact, (1) interdisciplinary
value, (m) teaching, (n) expertise, (0) gaming the new metrics, and (p) representa-
tiveness. The RESQUE framework has met with largely positive reception so far, but
continues to evolve and will thrive best when community involvement stays strong.
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Preface

Research assessment is at the heart of our academic
culture, as it defines what we value, what gets pub-
lished, and which research projects get funded. As a
consequence, it also plays a crucial role in determining
who can stay and thrive in academia. Given that science
will continue to be a highly collaborative endeavor, any
reform of research assessment must rely on the wisdom
of the crowd, consider diverse perspectives from many
subfields, and seek a broad consensus in the community.

In light of a now widespread acknowledgment that
research assessment needs to be reformed (Chap-
man et al, 2019) (https://sfdora.org/read,https:
//coara.eu/agreement/the-agreement-full-text, https:
//data.europa.eu/doi/10.2777/707440), a working
group of the German Psychological Society (DGPs)
proposed a framework for the evaluation of research
quality in the context of hiring decisions in academic
psychology: RESQUE, which stands for “RESearch
QUality Evaluation”. The working group now maintains
a central landing page (https://www.resque.info/) to
provide updates and versioning of the rating schemes,
interactive web tools for data collection and for
aggregating, enriching and visualizing the relevant
information, as well as forthcoming expansion packs.

The first version of RESQUE was described in two
target papers (Gértner et al., 2022; Schonbrodt et al.,

2022). Fifteen commentaries on these by various mem-
bers of the community have been published in Meta-
Psychology. Six additional commentaries in German
were published in response to a project report (Gart-
ner et al., 2023) that we had written for Psychologis-
che Rundschau (the main outlet of the DGPs). Here,
we aim to provide some insight into the considera-
tions that guided our responses to all of these com-
mentaries. Sometimes we respectfully disagree with
the commenters’ viewpoints and explain our reasons for
doing so. In many cases, however, we wholeheartedly
embraced the suggestions and revised the target papers
and the rating schemes accordingly.

Topics Considered in the Course of the Revision
(a) Eligible Types of Publication

In the first versions of our two target articles, we
considered only published research articles, but multi-
ple commenters convincingly argued that other types of
text outputs should be considered as well (Brown, 2024;
Fink-Lamotte et al., 2024; Karhulahti, 2024; Sparfeldt
et al.,, 2024; Syed, 2024; Witte, 2024). We agree,
and now suggest giving full consideration to preprints,
conference proceedings, Stage 1 registered reports with
or without “in principle acceptance”, study protocols,
monographs, book chapters, and test manuals — basi-
cally any text document that has a doi (or other persis-
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tent identifier). All of these publication types have the
same potential for scientific rigor and impact. Note that
many or even most RESQUE indicators can be applied
to meta-analyses as well (Fink-Lamotte et al., 2024).
Given the intransparent nature and unknown quality of
most pre-publication peer review (Bornmann, 2012; Ci-
cchetti, 1991), we think it is reasonable to perform eval-
uations of methodological rigor regardless of whether
a text has been accepted for publication or not. As a
side effect, this practice also makes the assessment in-
dependent of (often long) publication delays. This will
be particularly helpful for early career researchers on
fixed-term contracts.

(b) Measurability

Some commenters (e.g., Niessen et al., 2023; Sten-
gelin et al., 2024) offered lists of additional quality cri-
teria for academic work that may also be considered in
hiring and promotion procedures (e.g., building infras-
tructure; appropriate design and analysis choices). We
agree that many of these things are important (Leising
et al., 2022b), and we do not claim that the current set
of indicators exhausts the full spectrum of what consti-
tutes “good research”. However, a system like RESQUE
requires indicators that are not only valid but also ob-
jectively measurable with relative ease. This is partic-
ularly important in the first, more algorithmic phase of
the assessment process. For practical reasons, we did
not include additional criteria whose measurability was
yet unclear to us. But given that RESQUE is conceived
of as a living and versioned system, we remain open to
including additional indicators later.

(c) Quality Criteria for Software and Datasets

It turned out that developing ready-to-use quality cri-
teria for software and data will take significantly more
time and effort than we had anticipated. In this re-
gard, our first proposal was simply too optimistic. In
their commentary, Brandmaier et al. (2024) suggested
a whole set of highly appropriate indicators of quality in
software development and maintenance. We have thus
invited these authors to help us develop a working indi-
cator set for this type of research output. This work is
now well underway. A similar approach will be needed
for assessing the quality of published datasets. We invite
those of our colleagues who feel they have something to
contribute in this regard to contact us and do just that.

(d) Theoretical Rigor

Several commenters (Dames et al., 2024; Niessen
et al., 2023; Ulpts, 2024; Witte, 2024) criticized our

proposal for giving issues related to “theory” too lit-
tle weight. We wholeheartedly agree. Although good
scientific work may be entirely descriptive and/or ex-
ploratory in nature, it goes without saying that much
of what scientists do revolves around the goal of devel-
oping and refining abstract ideas about how the world
works (i.e., building and testing theories). This type of
work may also vary in quality, and those who are able
and willing to produce the best theoretical work should
be rewarded for doing so. Since we were unable to find
an established set of criteria for evaluating the quality
of people’s theoretical work, we have now begun devel-
oping such a set ourselves, in cooperation with several
colleagues. Basic features of the present version of that
criterion set are briefly described in the revised version
of the second target paper (Gartner et al., 2025; Lange
et al., 2025).

(e) Quantity

There seems to be a widely shared sentiment among
scientists that the quality of one’s work should be clearly
prioritized over its mere quantity (e.g., Chapman et al.,
2019). Unfortunately, the current incentive structure
in academia largely rewards the opposite (Abele-Brehm
& Biihner, 2016; Leising et al., 2022b). The RESQUE
framework attempts to address this problem by ask-
ing authors to self-nominate a relatively small sample
of what they consider to be their own best work. The
average methodological quality of this small sample of
research outputs is then determined using a detailed, al-
gorithmic scoring procedure, and those applicants with
the best work proceed to the second assessment phase.

The desired effects of this approach are: (a) a min-
imum level of productivity (in terms of sheer output
quantity) is ensured, (b) applicants can not increase
their chances by increasing the sheer number of their
research outputs, but they will increase their chances
directly by investing in the methodological quality of
their work. Note, however, that we are not arguing
against using quantity as a metric in general, but only
against using quantity as a metric without establishing
quality first (Ortner et al., 2013). For example, of two
applicants with comparable quality scores in phase 1, a
committee may still favor the one with the higher quan-
titative output in phase 2.

() Authorship

After careful deliberation, we decided to treat the is-
sues of authorship and author order as follows: First,
authorship represents a claim that one has contributed
substantially to the process that resulted in a research
article. However, we are fully aware that guest and hon-
orary authorships constitute one of the most common



forms of scientific misconduct (Fong & Wilhite, 2017;
Pruschak & Hopp, 2022). This may be explained by
the fact that the mere length of an applicant’s publica-
tion list continues to be a predictor of who will be hired
(Abele-Brehm & Biihner, 2016; Chapman et al., 2019),
and by the fact that there is currently no reliable mech-
anism for detecting this type of misconduct. Indeed, we
are not aware of a single case in which a researcher has
ever been sanctioned for this. Note that this is despite
the fact that the practice itself has been clearly identified
as a form of scientific misconduct for decades. Given
this lack of effective oversight, we have no choice for
now but to continue taking authorship claims at face
value.

Second, we recommend using a version of the now-
established CRediT system (Contributor Roles Taxon-
omy; https://credit.niso.org), which asks applicants to
explicitly state the type and degree of their contribu-
tion to each submitted research output. The type is one
of 14 standardized roles (such as “Conceptualization”,
“Data Curation”, or “Writing — original draft”), and the
degree is one of lead, equal, support or no role. As
the CRediT standard does not yet provide precise def-
initions of these degrees, we developed the following
working definitions for use with RESQUE:

* Lead: You were the single leader for this specific
activity. If you are the only person in a specific
role, choose ’lead’.

* Equal: You contributed equally to this activity,
together with one or more other contributors.
Choosing this option implies that no other co-
author would choose the ’lead’ option, and at least
one other co-author would choose the ’equal’ op-
tion.

* Supporting: You had a supporting role, which was
lower than the contribution of a leading or equal
role.

* No role: You did not contribute substantially to
this activity.

e n/a: This role was not relevant for the research
output at hand.

With this approach, we hope to reduce existing am-
biguities surrounding the interpretation of authorships,
and to make lying about contributions at least some-
what harder: The threshold for falsely claiming to have
made a particular kind of contribution should be higher
than the threshold for falsely claiming to have made
“some” unspecified kind of contribution.

It should also be easier to disprove false claims of
having made certain types of contributions. For ex-
ample, a hiring committee could scrutinize a candidate
who claims to have had the leading role in data analysis
by asking in-depth questions about that analysis. How-
ever, false claims of having made a contribution will
still be possible to some extent (Chapman et al., 2019),
perhaps more easily for some CRediT categories (e.g.,
“supervision”) than for others (e.g., data analysis). De-
spite this limitation, the CRediT system enables draw-
ing a more fine-grained picture of an author’s contribu-
tions than the order of authors does. Furthermore, if
a department is specifically interested in hiring a scien-
tist who is likely to make certain types of contributions
(e.g., fundraising, coordinating large scale projects),
this goal can be promoted by awarding bonus points
to candidates who (claim to have) demonstrated the
respective abilities, according to their previous CRediT
roles.

(g) Potential Bias

With any assessment scheme, it is likely that some
cases will not be adequately covered. The more im-
portant question, however, is whether an assessment
scheme is systematically biased in favor of certain
methodologies (e.g., experimental), certain types of re-
search contributions (e.g., publications), or entire sub-
fields of research (e.g., personality psychology). Several
commenters raised the concern that this might be the
case with the RESQUE framework.

Bias against certain methodologies

Some commenters criticized that our proposed rating
scheme is not (fully) suitable for assessing research con-
tributions based on qualitative methodology (Hostler,
2024; Karhulahti, 2024; Syed, 2024; Ulpts, 2024). As
a consequence, researchers specializing in this type of
research might face a systematic disadvantage. We re-
spond to these concerns as follows:

First, as mentioned in some of the commentaries,
some proposals on how to assess the quality of qual-
itative research do exist (e.g., Campbell et al., 2023;
Johnson et al., 2020; Stenbacka, 2001). This suggests
that assessing the quality of qualitative research is not
per se impossible. We would thus like to encourage
our colleagues working with qualitative methods to get
in touch with us and help develop an expansion pack
for the RESQUE framework that will do this type of re-
search justice in evaluation contexts. Perhaps doing so
would also help broaden the acceptance of quality stan-
dards for qualitative research more generally (a deficit
highlighted by Hostler, 2024).
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Second, several of the quality criteria present in the
RESQUE Collector App are actually applicable to qual-
itative studies. For example, a researcher interviewing
many participants about their experiences in a certain
context may pre-register many aspects of her research
design (e.g., sample size and recruitment strategy, re-
search questions; Karhulahti et al., 2022) and make her
research materials (e.g., interview forms) available. Al-
though anonymization and provision of open qualitative
data is often more difficult, it is not impossible in all
cases.

Third, applicants who feel that they will be disad-
vantaged by the scoring algorithm have the option of
declaring their entire body of research (or parts of it) to
be exempt from scoring at all. Departments specifically
interested in hiring a specialist in qualitative research
may even ignore the RESQUE approach altogether until
it becomes capable of adequately capturing the merits
of good qualitative studies.

Bias against certain types of (research) contributions

Some commenters argued that certain types of re-
search contributions (especially software development;
see Auger and Claes, 2024) might be overvalued within
the RESQUE framework, compared to other types (e.g.,
publications). We decided to postpone the development
of indicator sets for published datasets and software be-
cause we realized that this is more complex than we had
initially expected.

Regardless, the question of how to weigh different
types of research contribution is ultimately to be de-
cided by the respective evaluation committee. We trust
that acceptable standards in this regard will emerge
over time. It should be noted that, at present, nei-
ther the provision of datasets nor the development and
maintenance of research software are in any way re-
warded in typical hiring and promotion procedures.
Their being valued in some way is almost certainly a
step in the right direction.

Bias against certain subdisciplines

Several commenters expressed the concern that the
proposed evaluation scheme might not be equally ap-
plicable to all subfields of psychology, and that certain
criteria of particular relevance to some fields might be
missing. For example, Brandt et al. (2024) pointed
out that simulation studies play an important role in
method development but that desirable features of sim-
ulation studies were not captured in the first version of
our proposal. We agree that a one-fits-all version of the
RESQUE Collector App is unlikely to be possible. There
may be criteria that are more relevant to certain sub-
fields than others. Therefore, we now suggest that the

current, revised version should be seen as containing a
“core set” of indicators that are likely to be applicable
to most subfields, but should be complemented by more
tailored “expansion packs” where necessary. Work on
these expansion packs has already begun, with several
task forces from DGPs divisions contributing to their de-
velopment. Once finished and tested, they will be made
available on the RESQUE website for free use.

Undue biases may also arise from the fact that meet-
ing certain quality criteria may be more difficult for
researchers working in a particular subfield. For ex-
ample, several colleagues argued that they may not
easily make their data available for a variety of valid
reasons pertaining to data protection and privacy con-
cerns (Fink-Lamotte et al., 2024; Niessen et al., 2023;
Schwartz et al., 2023). Similar concerns came from re-
searchers using qualitative methodology (e.g., Hostler,
2024), because the level of detail in such data is of-
ten high and may make individuals or organizations
identifiable. Some of these concerns may be allevi-
ated by making data available only as scientific use
files (i.e., with access restrictions and contractual reuse
agreements). This possibility is already incorporated in
RESQUE.

The RESQUE Collector App offers the option to de-
clare the entire set of open data indicators inapplicable
to a given research output, as long as a plausible expla-
nation is provided. In addition, members of a commit-
tee may decide in advance to treat certain indicators as
generally inapplicable if they find them irrelevant or un-
suitable to the decision-making process ahead of them.

(h) Overall Rigor Score

The question of whether the individual indicators
should be used to form a single, overall score of method-
ological rigor has been discussed since the early stages
of the RESQUE project. Many people seem to feel un-
comfortable with the idea that such important decisions
(e.g., whether to invite an applicant for an interview)
may be made on the basis of a single metric. Would it
not be better to compare the individual strengths and
weaknesses of applicants in a more differentiated man-
ner? This is indeed possible, as the RESQUE frame-
work has now evolved to a point where comprehensive
profiles for individual applicants can be easily derived.
This, however, does not obviate the necessity to make
decisions at some point. And in making these decisions,
assessors will have to apply some kind of implicit or ex-
plicit cut-off to some kind of implicit or explicit contin-
uum of suitability for the position in question.

This touches directly on the decades-long debate over
whether diagnostic decisions should be made in a more
intuitive or algorithmic fashion (a.k.a. “clinical vs. sta-



tistical prediction”; Meehl, 1954). Research has consis-
tently shown that the latter approach is the more sound
one, as it not only maximizes inter-individual compara-
bility and transparency but also yields equal or better
predictive validity (e.g., Grove et al., 2000). We thus
propose embracing this view and argue that using a sin-
gle broad score as a metric of the overall methodological
rigor of an applicant’s best work is acceptable, including
the comparison of such a score with a cut-off for short-
listing. Of course, this claim rests on the assumption
that the individual indicators feeding into the overall
score have sufficient validity. We believe this is the case
with the current version of the RESQUE criteria.

The RESQUE Collector App provides an overall
methodological rigor score for each applicant, as well
as a multi-dimensional rigor profile. This score is based
on our admittedly subjective weighting of the individual
criteria, but these weights may easily be adapted if nec-
essary. Sparfeldt et al. (2024) argued that committees
should openly discuss their evaluation schemes in ad-
vance and make them explicit. Lange et al. (2024) also
suggested making these decisions in advance to maxi-
mize fairness and transparency. We agree with them.
For example, it would be possible for a committee to
define in advance that only applicants with hands-on
experience in (a) preregistration and (b) replication at-
tempts will be considered for the shortlist. The alterna-
tive to such an algorithmic approach would essentially
be to make functionally equivalent decisions, just in a
less traceable manner.

A committee that prefers not to make shortlisting
decisions entirely dependent on a single methodolog-
ical rigor score could instead adopt an approach in
which this score is given a weight smaller than 1, and
then make the rest of the judgment variance dependent
on other sources. Even in these cases, however, we
would recommend defining the selection rules in ad-
vance. Likewise, a committee may always choose to
inspect the more differentiated rigor profiles for each
candidate, and to consider this information in their de-
cision making (e.g., in phase 2).

(i) Weighting of Individual Indicators

If one embraces the general idea of using an algorith-
mic approach in the first phase of the assessment pro-
cess, one needs to employ some set of specific weights
for each indicator. The exact point values we propose
in the second target paper primarily reflect our own de-
liberations as to how much effort it takes to meet the
respective quality standard, and of how much the value
of a paper is increased by meeting it. Of course, there
will always be a certain amount of subjectivity in such
estimates. For now, the values are simply the result of

discussions within our group. For the future, it would be
desirable to determine these values in a more system-
atic and representative manner, by surveying a larger
group of researchers. For example, several commenters
(Auger & Claes, 2024; Brandt et al., 2024; Witte, 2024)
were skeptical that the first version of our proposal gave
too much weight to software development. A more sat-
isfying solution in this regard might be derived by in-
volving a larger number of expert judges (e.g., people
who know how effortful it is to create and continuously
update complex software packages).

(j) Types of Data and Samples

The original version of the empirical rigor criteria
in RESQUE did not consider the type of data and the
type of the samples that were used in an applicant’s
work. However, certain types of data and samples are
usually more informative than others regarding a given
research question (i.e., they have a higher value), and
more informative data is often more effortful to collect.
In recent years, the field of psychology has become in-
creasingly - and rightfully - critical of studies that only
use cross-sectional self-report data, especially when this
data is gathered online. This type of data has played
a very prominent role in the field, mainly because it
can be collected very quickly and at low cost (e.g., from
undergraduate students, in exchange for course credit).
However, such data certainly is not ideal for answering
many important research questions because of the in-
ability to distinguish between the reality one is trying to
assess and the participants’ potentially biased views of
that reality.

The revised version of RESQUE now assesses the type
of data (e.g., self/other report, behavioral, physiolog-
ical measures, content data, ...) and some relevant
features of study samples (e.g., students, general pop-
ulation, rare condition; WEIRDness) in a more detailed
manner. While these indicators do not by themselves
contribute to the overall rigor score, they can be used
to present a richer profile of an applicant’s research. In
addition, they can be easily used to define “red flags”
(e.g., when all of an applicant’s empirical papers only
use cross-sectional self-report data).

(k) Impact

It seems justifiable to demand that research should
be impactful, especially when it is being paid for with
public funds. But measuring impact properly is more
difficult than it might seem at first sight (Greenhalgh
et al., 2016). We were surprised to discover how murky
the issue still is in conceptual terms and will thus begin
with a brief conceptual analysis.
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Figure 1

Conceptual model of how rigor, relevance, merit, impact and citations relate to one another. This analysis uses the
VAST system (Leising et al., 2023). All paths are causal in nature. The zero coefficient implies that MERIT necessarily
requires both RELEVANCE and RIGOR, and that no other relevant influences on MERIT exist. Boxes with thick borders
denote measurements. “Finger-is-Moon Mode” implies that concepts are indexed directly by one of their names, instead

of separating concepts from their names.

Figure 1 displays this analysis using the notation rules
of the VAST system (Leising et al., 2023). Here, boxes
symbolize concepts that may or may not apply to cer-
tain objects. The objects in this analysis are individual
research papers, so the boxes in the display all sym-
bolize potential properties of research papers. Boxes
with thick black borders on the left-hand side symbolize
something that can be measured. In the present anal-
ysis, this applies to RESQUE rigor scores, merit state-
ments, impact statements, and the number of scientific
citations to a paper (i.e., citations from other scientific
articles).

The analysis captures the following ideas: First,
scientific citations are a measure of scientific impact,
which has to be distinguished from societal impact
(Schwartz et al., 2023). For example, the invention of
the steam engine had an enormous scientific and so-
cietal impact. In contrast, the discovery of the Higgs-
Boson was a major scientific breakthrough but left most
people’s everyday lives unaffected so far. Within the
RESQUE framework, both types of impact may be con-

sidered independently in phase 2 of an assessment pro-
cess, after a basic level of methodological rigor has been
established in phase 1. This is to avoid rewarding high
citation counts for methodologically questionable pa-
pers. In the following, we will focus exclusively on sci-
entific impact, because there is already a widely used -
albeit quite controversial - metric for it: citation counts.
In addition, we propose asking candidates for “impact
statements”.

Second, an article’s scientific impact is a function of
its scientific merit and of the dissemination efforts sup-
porting it - by an article’s authors (e.g., by attending
conferences or promoting the paper on social media),
or by others (e.g., publishers). These two influences
on a paper’s impact may compensate for each other:
Highly meritorious papers may need little dissemina-
tion effort to become impactful, and papers with lit-
tle merit may still be impactful (and thus get cited) if
they are supported by strong dissemination efforts. In
fact, we assume that even research with zero merit may
become impactful. It should be noted, however, that



we do consider the independent influence of dissemi-
nation efforts on impact to be legitimate in principle:
In our view, researchers do have a responsibility to in-
form their colleagues and the wider public about their
research. Among two researchers with equally meritori-
ous work, the one who has invested more in disseminat-
ing their work and therefore had more impact should be
rewarded more.

It should also be noted that, in this model, scientific
work may have great merit even if it has no impact (yet)
at all. We assume that there may be applicants whose
work is in fact highly meritorious but has not yet been
recognized enough by their peers (Peter Higgs being a
good example, at least in the first years after publish-
ing his groundbreaking papers). Our framework is sup-
posed to give these people a better chance than they
would have under the current mainstream evaluation
practices. For this purpose, we suggest using explicit
merit statements that capture a paper’s essential contri-
bution from a candidate’s perspective. These are sup-
posed to be used as a starting point for in-depth discus-
sions in phase 2 of the assessment process.

Third, we assume that the scientific merit of a re-
search paper depends on a combination of (empirical
and theoretical) rigor on the one hand, and the rele-
vance of the given research question on the other hand.
“Relevance” concerns the scope of the question or prob-
lem that is addressed (broader problems are more rel-
evant than narrow ones), and the perceived urgency
of finding an answer to the question or a solution to
the problem. Other than merit and dissemination ef-
fort, which may compensate for each other entirely in
creating impact, rigor and relevance affect merit in a
multiplicative fashion. Accordingly, the VAST display
(Figure 1) connects these two predictors using an AND
diamond: Both rigor and relevance are necessary for
achieving merit - as soon as either rigor or relevance is
zero, there can be no merit.

While the RESQUE framework does provide a
method for assessing the rigor of research, we are not
aware of an established method for assessing the per-
ceived relevance of research questions. A consensus
paper describing shared research goals may serve this
function (Leising et al., 2024), but consensual accounts
of important future research goals are relatively rare in
the psychology literature (Leising et al., 2022a). As
long as relevance may not be convincingly assessed in
an algorithmic fashion, we recommend delegating dis-
cussions of relevance to phase 2 of the assessment pro-
cess. The candidates’ merit statements are supposed to
be used as the basis for these discussions. As evident
from Figure 1, merit statements may not only contain
aspects of relevance, but also aspects of rigor. This is

intended, because of two candidates who made it to the
shortlist, the one with the more rigorous work shall still
be rewarded more. In addition, merit statements may
also contain information regarding additional aspects of
rigor that are not captured by the current version of the
RESQUE indicators. Note that we decided not to sep-
arately account for the novelty or creativity of a can-
didate’s scientific work. The reason is that these are
unexpectedly tricky conceptual issues. For example, it
seems that the extent to which novelty and creativity
are deemed praiseworthy is largely moderated by the
respective project’s success. Addressing these and other
complexities in sufficient depth is beyond the scope of
the present paper. For now, we recommend making nov-
elty and creativity part of in-depth discussions in phase
2 of the assessment process.

Fourth, it is well known that a paper’s citation count
tends to be strongly influenced by a number of extrane-
ous factors (e.g., Sandoval-Lentisco, 2024; Stroebe and
Strack, 2023). Some of these influences are rather un-
avoidable. For example, papers in larger research fields
tend to be cited more, older papers have more time to
acquire citations, and meta-analyses tend to be cited
instead of the original studies that they are based on.
For some of these influences, effective corrections (i.e.,
age and field normalizations) are available (Stroebe &
Strack, 2023).

In addition, there are extraneous factors of a more
problematic nature. For example, some authors engage
in excessive self-citation to boost their citation counts.
This can be easily corrected by excluding self-citations.
But then things quickly become even more difficult: For
example, some authors are more or less forced (by re-
viewers and/or editors) to cite certain papers in the
course of review processes, whereas other authors pre-
emptively cite eminent figures in the field who might
act as reviewers on their papers. Thus, citation counts
may partly reflect the cited author’s perceived power,
even when controlling for the cited paper’s merit. Cita-
tion networks may also reflect interpersonal and institu-
tional networks (Blashfield & Reynolds, 2012): people
may cite each other if they know and like each other.
Moreover, articles appearing in journals with high im-
pact factors may be cited more - not because of their bet-
ter quality, but because of their greater visibility and/or
because those who cite them use the JIF as a proxy for
quality. Currently, these (and many other) extraneous
influences on citation counts are not corrected for in
any way, and often they go unnoticed.

Given the surprising lack of evidence for a posi-
tive association between research quality and citation
counts (Aksnes et al., 2019; Dougherty & Horne, 2022),
quality thus needs to be established first. Within the



RESQUE framework, explicit assessments of method-
ological rigor serve this purpose. If a committee de-
cides that it wants to consider scientific impact as well,
we would propose (a) using a citation metric that cor-
rects for self-citation, field, and the age of a publica-
tion, and (b) collecting separate impact statements from
applicants. The latter should explain a paper’s scien-
tific impact in narrative terms, without referencing ci-
tation numbers at all. For example, a candidate may
explain how a methodological contribution they made
was adopted as the go-to-approach by a larger number
of colleagues who wrote a consensus paper on best prac-
tices in their field (accounting for just 1 citation). Note
again that both of these assessments of scientific impact
should only be used in phase 2: Impact may only be
reasonably considered after rigor has been established.

(1) Interdisciplinary Value

Karhulahti (2024) suggested adding the interdisci-
plinary value of academic work as a “fifth principle”. Af-
ter considerable debate amongst us, we concluded that,
while we share the general sentiment, this would not
be feasible as part of the first (algorithmic) phase of the
evaluation process. This is for several reasons: First, the
boundaries between academic (sub-)fields are rather
fuzzy and somewhat arbitrary. Consequently, using dif-
ferent categorization systems would lead to different as-
sessments of interdisciplinarity. Second, in some cases,
the methodological and theoretical differences within a
field are greater than those between fields. For instance,
researchers from quantitative vs. qualitative sociology
may find it easier to collaborate with researchers from
entirely different disciplines than with each other.

Third, it is not entirely clear what would qualify a
work as interdisciplinary. Does an author’s paper be-
come interdisciplinary if it is published in a journal
from "another field” and/or if it is co-authored with re-
searchers from “another field”, and/or if it gets cited by
researchers from “another field”? Fourth, shall authors
receive additional credit for every new field that they
associate with? Fifth, given the current lack of over-
sight regarding deserved vs. undeserved authorship,
naively rewarding any appearance of interdisciplinarity
via co-authorship would create an additional incentive
for adding guest authors from other fields.

Sixth, and most important, “true” interdisciplinarity
is likely to be a necessity rather than a choice. For ex-
ample, most psychologists lack the training to engage
in complex modeling efforts and will thus have to rely
on more competent colleagues when engaging in such a
project. If successful, the outcome will be a paper of bet-
ter quality (that is, with greater scientific merit), which
in turn should increase the chances that the article will

make an impact.

Summarizing these points, we conclude that, at
present, the measurement of interdisciplinarity is too
messy to be used in an algorithmic fashion.

We did incorporate an automatic assessment of in-
terdisciplinarity into the RESQUE Collector App (using
the article-based classification system in OpenAlex), but
recommend using this information only in phase 2 of
the assessment process, if deemed helpful by the re-
spective committee. At this stage, it can be discussed
how much a candidate’s collaborations with colleagues
in other fields actually contributed to the quality and/or
scope and/or impact of their work.

(m) Teaching

In their commentary, Hansen et al. (2024) clearly
stated that they consider current practices for assess-
ing applicants’ teaching abilities inappropriate. We fully
agree with them. Hansen et al. also provided detailed
suggestions for a better approach. As explained in the
first target paper (Schonbrodt et al., 2025), we think
that ultimately all five types of academic contribution
(research, teaching, leadership, service to the academic
field, societal impact) should be considered in academic
hiring and promotion processes. In the second target
paper, we focus only on evaluation criteria for research.
Criteria for the other four types of contribution remain
to be developed - if possible. A commission of the Ger-
man Psychological Society has been tasked with devel-
oping criteria for the teaching domain. Here, we would
like to suggest making this the focus of a more extensive
debate in Meta-Psychology: What does “good teaching”
(of psychology and other academic subjects) look like in
the 21st century? What behaviors should “good” teach-
ers exhibit and be rewarded for? And how should their
performance be assessed?

(n) Expertise

Frischkorn (2024) argued that the second phase of
our proposed assessment scheme is underdeveloped,
and that an appropriate assessment of the quality of
candidates’ work during this phase would require the in-
volvement of experts in the respective area. At present,
this requirement is rarely met in typical hiring and pro-
motion processes. Frischkorn argues that, as a conse-
quence, committees often resort to using invalid met-
rics. We agree.

Frischkorn then went on to argue that the problem
may be mitigated by establishing more permanent (e.g.,
lecturer) positions for people with the respective ex-
pertise at the local faculties. While there is nothing
wrong with establishing more permanent positions for
academics, we do disagree with this view. Giving “local



experts” the power to ultimately determine the scien-
tific merit of a candidate’s work bears a risk of inviting
a strong influence of local micropolitics. To avoid this
and the associated risk to scientific integrity, we would
rather recommend increasing the proportion of external
experts on hiring committees (i.e., experts who are not
members of the hiring faculty but from a relevant sub-
field; Boessel-Debbert et al., 2025).

(o) Gaming the New Metrics

Several commenters (Brandt et al., 2024; Dames et
al., 2024; Fink-Lamotte et al., 2024; Hostler, 2024;
Ulpts, 2024) were concerned that the new metrics pro-
posed here might be vulnerable to gaming efforts. This
is a reasonable concern, given that the current metrics
of scientific productivity have been shown to be so com-
monly gamed (Chapman et al., 2019; Fong & Wilhite,
2017; Pruschak & Hopp, 2022) that one may legiti-
mately ask what variance they reflect apart from gaming
efforts. We know of Goodhart’s Law, and we are aware
of the strong incentive to somehow “come out on top” in
the competition for permanent jobs in academia. As this
incentive is likely to continue to exist, the question is not
whether the new metrics will be gamed, but whether
they are harder to game than the current ones. We do
think that this is the case, because the RESQUE indica-
tors are more amenable to actually being checked (e.g.,
whether data were actually made available, whether
analyses were actually pre-registered). We also see the
possibility that “gaming” them actually leads to their ful-
fillment because they are closer to the actual practice
they are supposed to measure '. Undeniably, there is
room for fraudulent behavior concerning the RESQUE
indicators, but we do think it is likely to be substantially
smaller than with mere numbers of authorships and ci-
tations.

If certain indicator points principally cannot be
achieved by certain types of research, this would in-
cur an unfair disadvantage. Therefore, we introduced
a “not applicable” option for most indicators. Using
this option removes the points for that indicator from
the maximum of attainable points. The overall rigor
score is calculated as a “percentage of maximum possi-
ble” (POMP) across applicable indicators only. Thereby,
applicants who are unable to achieve certain points for
reasons beyond their control may still achieve the max-
imum of 100 percent.

However, this approach does allow for some gam-
ing of the system, as well: Instead of selecting “not
available” (e.g., open data), which would result in 0
points, applicants could simply select “not applicable”,
which would exclude the respective indicator from be-
ing counted. Taken to the extreme, applicants could do

this with all the criteria they fail to meet. We there-
fore recommend that using the “not applicable” option
should always require a justification. When using it,
applicants should have to explain why the respective in-
dicator is not applicable to this particular piece of work.

We propose checking all the self-reported characteris-
tics of the papers submitted by candidates who are sup-
posed to move from the longlist to the shortlist (and
maybe for border cases). Preliminary research (Etzel
et al., 2025) suggests that this would be feasible with
acceptable effort. Justifications for declaring criteria to
be “not applicable” may be included in these checks.

If the effort of checking the candidates’ self-
assessments is still considered to be too high, one may
resort to only checking random subsamples of indica-
tors for each shortlisted applicant instead. Even this ap-
proach would already imply greater diagnostic diligence
as compared to typical contemporary committee work,
and likely help improve the average level of method-
ological rigor among shortlisted candidates. To further
reduce the effort associated with such checks, we are
now exploring the possibility of establishing a central
open access registry to which people may submit their
scientific output. These would then be independently
evaluated with regard to our quality criteria just once
and then candidates would only have to send a commit-
tee the link to that evaluation.

(p) Representativeness

In their commentary, Stengelin et al. (2024) high-
lighted the current debate over a “generalizability cri-
sis” in psychology, emphasized the importance of sam-
ple representativeness and suggested incorporating it as
an indicator in the first assessment phase. We agree
wholeheartedly and have amended the RESQUE Collec-
tor App accordingly. In fact, our initial proposal (Leising
et al., 2022b) had already contained this as one of the
ten most important quality indicators. In developing the
RESQUE framework, however, we became a bit more
skeptical regarding the feasibility of actually checking
claims of representativeness for their validity. But given
that representative data is still very rare in psychology,
we now assume that any paper exhibiting this desirable
quality will make that fact known in unambiguous terms
(e.g., by detailing the strategy that was used for recruit-
ing research participants).

It should be noted that sample representativeness is
just one of two key dimensions in this regard. The other

'For example, the bonus points for an open license of
source code (which is one of the FAIRness indicators) can be
achieved within seconds. But once the code has an open li-
cense, its benefits of reusability are actually achieved.
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- stimulus representativeness - may in fact be even more
neglected, despite being equally important. Stimulus
representativeness means that the stimuli that research
participants are exposed to resemble those whose ef-
fects in the natural environment the researchers want
to model. First and foremost, this concerns the ranges
of the relevant stimulus characteristics, but it may also
concern the central tendencies and the variance of the
distribution(s) of those characteristics. A stimulus sam-
ple may be viewed as representative for the stimulus
population if the sampling of the former from the latter
took place at random. We assume that authors aiming
for stimulus representativeness in their study are likely
to highlight that desirable feature. Thus, we have now
added this indicator to the RESQUE Collector App, too.

Outlook

We envision the development and improvement of
RESQUE to be an ongoing collaborative process, shaped
over time by shared community experiences and re-
peated evaluations. Hence, the state of the system de-
scribed in this rejoinder and the revised versions of the
two target papers can only be an intermediate step of
a longer journey. Fortunately, at this point, community
involvement is very strong, once more confirming that
many colleagues also perceive an urgent need for re-
forming research assessment, and their great willing-
ness to actively help with this reform.

We will close with an overview of current develop-
ments and a few suggestions for additional steps that
may be taken to improve the RESQUE framework and
make it more effective. First, as we stated above, the
core set of indicators should be accompanied by expan-
sion packs that account for the specifics of some of psy-
chology’s subdisciplines. The core set also has to in-
corporate reliable and valid indicators of what is good
theorizing and indicators for other types of research
contributions (i.e., data and software). Work on all of
this is now well underway. Regarding quality indicators
for contributions based on qualitative methodology, we
would like to repeat our invitation to experts in this field
to collaborate on this with us.

Second, the applicability of a system like RESQUE
(especially its more algorithmic phase 1) crucially
hinges on the extent to which the given indicators can
be objectively assessed at all. If the presence of cer-
tain desirable features of a piece of research were only
in the eye of the beholder, then any attempt to as-
sess them as part of hiring or promotion procedures
would not be justifiable. At present, the number of em-
pirical studies on this issue is still small (Etzel et al.,
2025; Leising et al.,, 2022a), but they do show that
inter-rater agreement in assessing some quality indica-

tors of research publications is already quite acceptable,
and high for an aggregated rigor score. However, the
same research also shows that some quality criteria are
much harder to judge than others, so psychology (like
many other fields) would clearly benefit from establish-
ing more consensual reporting standards, to make the
job easier for raters of research quality.

Third, the procedure would become better legit-
imized if the weights of the individual indicators were
derived in a more representative fashion. At present,
they basically reflect the outcome of in-depth discus-
sions among the members of the group developing the
system. A more representative weighting scheme could
be obtained by surveying a large sample of commu-
nity members for their views on the matter. Lange et
al. (2024) even argued that it would be desirable for
committees hiring people for similar positions to use a
joint set of indicators and weights for the given field.
We agree, as this would establish greater comparabil-
ity between the procedures applied at different insti-
tutions. As a side effect, such standardization would
significantly reduce the effort associated with using the
system.

Fourth, for the same reason (effort reduction) it
would be desirable to establish a system in which each
research product is scored once in a reliable fashion by
an independent team of assessors, and the evaluation is
then made publicly available. Parts of this assessment
could (and should) be part of the traditional peer re-
view process at journals. This database could be used
by hiring and promotion committees as needed. On an
opt-in basis, it could also be one data source for a pub-
lic author’s profile. We could imagine the Leibniz Insti-
tute for Psychology (ZPID) taking on this responsibility
within the German academic landscape.

Fifth, we are pleased to be able to announce that
the RESQUE project has been honored with the 2023
Einstein Award for Promoting Quality in Research
(https://award.einsteinfoundation.de/award-winners-
finalists/recipients-2023/early-career-award-2023). As
a next step, we will test and evaluate the current set
of quality indicators with regard to reliability, validity,
usability, and efficiency in different appointment
contexts. Several academic institutions have already
agreed to participate and pilot the RESQUE framework,
thus providing an invaluable real-world testing envi-
ronment. All results and materials from the project will
be made available with an open license in the RESQUE
repository (https://github.com/RESQUE-Framework).

It seems that academia is in the process of seriously
reconsidering several issues of vital importance to the
functioning of the science system. We are delighted to
see this happen, and proud that the RESQUE framework


https://award.einsteinfoundation.de/award-winners-finalists/recipients-2023/early-career-award-2023
https://award.einsteinfoundation.de/award-winners-finalists/recipients-2023/early-career-award-2023
https://github.com/RESQUE-Framework

continues to make a contribution to this ongoing dis-
course.
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